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Preface

Intended Audience

Structure

This manual is intended for use by Digital™ Multivendor Customer Services
personnel or other qualified technicians who service the StorageWorks™ Network
Storage Array.

This audience must be knowledgeable in the installation and configuration of
StorageWorks shelves, devices, and related components.

This guide is organized as follows:

Chapter 1 Provides an overview of troubleshooting strategies.

Chapter 2 Provides information about power-up diagnostics for the server
processor.

Chapter 3 Provides information about power-up diagnostics for the device channel
processor.

Chapter 4 Provides information about running system diagnostics.

Chapter 5 Provides information about the normal operation of the StorageWorks
Network Storage Array.

Chapter 6 Provides information about error analysis and fault isolation.

Chapter 7 Provides information about diagnostics, exercisers, and utilities.

Chapter 8 Provides information about removing and replacing field replacable
units.

Appendix A Provides a functional description of the Storageworks Network Storage
Array.

Appendix B Provides a list of field replaceable unit part numbers.

Appendix C Provides examples of error logs.

Appendix D Provides configuration rules and restrictions.

Appendix E Provides details for CLI commands and their usage.

Appendix F Provides information about error logging pertaining to Storage
subsystems.
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Related Documents

Table 1 lists the StorageWorks-related user documents organized by use, system,

or product.

Table 1 StorageWorks Related Documentation

Document Title

Order Number

StorageWorks Primary Publications

StorageWorks™ Solutions Configuration Guide
StorageWorks™ Solutions Shelf and SBB User’s Guide

StorageWorks™ Solutions Array Controllers HS Family of Array Controllers User’s

Guide

StorageWorks™ Solutions Array Controllers HS Family of Array Controllers Service

Manual

EK-BA350-CG
EK-BA350-UG
EK-HSFAM-UG

EK-HSFAM-SM

Storageworks Network Array Publications

StorageWorks™Getting Started with the Storageworks Network Storage Array
StorageWorks™ Network Storage Array SWXUA-BA Upgrade Manual
StorageWorks™ Network Storage Array SWXUA-A2/B2 Upgrade Manual
StorageWorks™ Network Storage Array SWXUA-B1 Upgrade Manual
StorageWorks™ Network Storage Array SWXUA-AA Upgrade Manual
StorageWorks™ Network Storage Array SWXUA-E2 Upgrade Manual
StorageWorks™ Network Storage Array SWXUA-A1 Upgrade Manual
StorageWorks™ Network Storage Array SWXUA-E1 Upgrade Manual
StorageWorks™ Network Storage Array SWXNA-DA/HA Upgrade Manual
StorageWorks™ Network Storage Array SWXUA-AB Upgrade Manual
StorageWorks™ Network Storage Array SWXNA-CX Upgrade Manual

EK-SWXNA-IG.AO1
EK-NSA01-UM.AO1
EK-NSA02-UM.AQO1
EK-NSA03-UM.AO1
EK-NSA04-UM.AO1
EK-NSA05-UM.AQO1
EK-NSA06-UM.AO1
EK-NSA07-UM.AO1
EK-NSA08-1G.AO1
EK-NSA09-UM.AO1
EK-NSACX-1G.AO1

StorageWorks Enclosures

StorageWorks™ Solutions SW500 and SW800 Cabinet Metric Shelf Bracket Kit
Installation Guide

StorageWorks™ Solutions RETMA Shelf Rail Kit Installation Guide
StorageWorks™ Solutions SW800-Series Data CDU Installation Guide

StorageWorks™ Solutions SW800-Series Data Center Cabinet Installation and
User’s Guide

EK-35XRD-IG

EK-35XRB-IG
EK-SW8XP-BA
EK-SW800-1G

Storage Devices

StorageWorks™ Solutions Building Blocks User’s Guide
StorageWorks™ Solutions 3%-Inch Storage Device Installation Guide
StorageWorks™ Solutions 5%-Inch Storage Device Installation Guide

XXIV

EK-SBB35-UG
EK-MC350-1G
EK-MC525-1G
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Table 1 (Cont.) StorageWorks Related Documentation
General Reference Publications

Digital Systems and Options Catalog T

Small Computer System Interface, An Overview EK-SCSIS-0OV
VAXcluster Console System User’s Guide
VCS Software Manual

Guide to VMS Performance Management
Introduction to Performance Management
Introduction to VMS System Management
Guide to Setting Up a VMS System
Guide to VMS File Applications

VMS DCL Dictionary

DEC PS Guide

—+ —+ —+ —+ —+ —+ —+ —+ —+

Error Reference & Utility Publications

VMS Error Log Utility Reference Manual T

DECevent Translation and Reporting Utility for OpenVMS User and Reference
Guide

VMS System Generation Utility Manual
VMS Authorize Utility Manual
VMS Monitor Utility Manual

t Available from your Digital account representative.

Documentation Conventions
The following conventions are used in this manual:

boldface type Boldface type indicates the first instance of terms being defined in text,
in the glossary, or both.

Ctrl/x Ctrl/x indicates that you hold down the Ctrl key while you press
another key, indicated by x.

For DILX or TILX, the caret symbol (*) is equivalent to the Ctrl key
and these same instructions apply.

italic type Italic type indicates emphasis and complete manual titles. In the
glossary, italic type also is used to indicate cross-references.

UPPERCASE Words in uppercase text indicate a command, the name of a file, or an
abbreviation for a system privilege.
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Manufacturer’s Declarations

Following are manufacturer’s declarations applicable to the StorageWorks
Network Storage Array:

CAUTION

This is a class A product. In a domestic environment, this product may
cause radio interference, in which case the user may be required to take
corrective measures.

ACHTUNG !

Dieses ist ein Gerat der Funkstérgrenzwertklasse A. In Wohnbereichen
kdnnen bei Betrieb dieses Gerates Rundfunkstérungen auftreten, in
welchen Féllen die Benutzer fur entsprechende Gegenmaflinahmen
verantwortlich sind.

ATTENTION !

Ceci est un produit de Classe A. Dans un environment domestique, ce
produit risque de créer des interférences radiélectriques, il appartiendra
alors a I'utilisateur de prendre les mesures spécifiques appropriées.

Note

The equipment described in this guide is listed by the Underwriters
Laboratories Incorporated and bears the UL Listing mark. The
StorageWorks Network Storage Array cabinets also are certified by the
Canadian Standards Association and TUV Product Service GmbH and
bear both the CSA certification and TUV GS marks.
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Table 2 Acoustics—Preliminary Declared Values per ISO 9296 and ISO 7779

Sound Pressure Level

Sound Power Level Lyam, dBA
Lw a4, B (Bystander Positions)

Productt Idle Operate Idle Operate
HS2xx with only cabinet fans operating 7.6 7.6 59 59
HS2xx with 2 BA350-M shelves 7.6 7.6 59 59

and 12 BA350-S shelves, each

containing 6 RZ26—VA disk drives
Per device when installed in an HS2xx
BA350-S shelf containing 5.7 5.7 39 39

6 RZ26-VA disk drives
BA350-M shelf 5.6 5.6 39 39

t Current values for specific configurations are available from Digital representatives.
t 1B =10dBA.

Note

Table 3 contains the specifications in Table 2 translated into the German
language.

Table 3 Schallemissionswerte—\Vorlaufige Werteangaben nach 1ISO 9296 und
ISO 7779/DIN EN27779

Schalldruckpegel

Schalleistungspegel Lyam, dBA
Ly a4, B (Beistehende Position)

Geratt Leerlauf Betrieb Leerlauf Betrieb
HS2xx nur mit kabinett Liftern in Betrieb 7,6 7,6 59 59
HS2xx mit 2 BA350-M shelves und 7,6 7,6 59 59

12 BA350-S shelves, jedes

bestiickt mit 6 RZ26—VA disk drives
Pro Gerét installiert im HS2xx
BA350-S shelf mit 57 57 39 39

6 RZ26-VA disk drives

BA350-M shelf 5,6 5,6 39 39

t Aktuelle Werte fur spezielle Ausrustungsstufen sind Gber die Digital Equipment Vertretungen
erhaltlich.

1 1B =10dBA.




1

Troubleshooting Strategy

This chapter describes the general troubleshooting processes and strategies for
locating problems on the Network Storage Array system. The following topics are
discussed:

Troubleshooting the system
Maintenance features
Common problems
Troubleshooting basics
Service tools and utilities

Information services

1.1 Troubleshooting the System

Before troubleshooting any system problem, check the site maintenance log for
the system’s service history. Be sure to ask the system manager the following
questions:

Has the system been used before, and did it work correctly?
Have other symptoms or minor problems been observed or reported?

Have changes to hardware or updates to firmware or software been made to
the system recently?

What is the state of the system—is the operating system running?

If the operating system is down and you are not able to reboot it, use the
console environment diagnostic tools, such as the power-up display and
ROM-based diagnostics (RBDs).

If the operating system is running, use the operating system environment
diagnostic tools, such as error logs, crash dumps, and exercisers (DEC VET).

Problem Categories

System problems can be classified into the following five categories. Use these
categories to determine a starting point for diagnosis and eliminate the unlikely
sources of the problem:

Power problems (Table 1-1)
No access to console mode (Table 1-2)

Console-reported failures (Table 1-3)
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= Boot failures (Table 1-4)

= Operating system-reported failures (Table 1-5)

Table 1-1 Diagnostic Flow for Power Problems

If...

Then...

The system does not power on

Do the following:

Check the power source circuit breakers and
power cord connections.

Check the condition of all power cords.

If there are two power supplies, make sure both
power supplies are plugged in.

Check the On/Off switch setting on the operator
control panel.

Check that the ambient room temperature is
within environmental specifications (10-40°C,
50-104°F).

Check that internal power supply cables are
plugged in at both the power supply and system
component.

Table 1-2 Diagnostic Flow for Problems Getting to Console Mode

If...

Then...

The power-up screen is not
displayed

1-2 Troubleshooting Strategy

Do the following:

Interpret the error beep codes at power-up for a
failure detected during self-tests.

Check that the keyboard and monitor are
connected properly and turned on.

(continued on next page)



Table 1-2 (Cont.) Diagnostic Flow for Problems Getting to Console Mode

If...

Then...

If the power-up screen is not
displayed, yet the system enters
console mode when you press the
Return key

Check that the console environment variable is set
correctly, as follows:

< If you are using a VGA console terminal, the
console variable should be set to “graphics.”

= If you are using a serial console terminal, the
console variable should be set to “serial.” If the
console is set to serial, the power-up screen is
routed to the COM1 serial communication port
and cannot be viewed from the VGA monitor.

= Try connecting a console terminal to the COM1
serial communication port. If necessary, use an
MMJ-to-9-pin adapter (H8571-J). Check the baud
rate setting for the console terminal and the
system. The system baud rate setting is 9600.
When using the COM1 port, you must set the
console environment variable to “serial.”

= For certain situations, power up using the fail-
safe loader to load new console firmware from a
diskette.

Table 1-3 Diagnostic Flow for Problems Reported by the Console Program

If...

Then...

The power-up tests do not
complete

The power-up display stops on
€6

The console program reports
error beep codes at power-up

The power-up screen includes
error messages

The power-up screen or console
event log indicates problems
with mass storage devices, or if
storage devices are missing from
the SHOW CONFIG display

The power-up screen or console
event log indicates problems
with EISA devices, or if EISA
devices are missing from the
SHOW CONFIG display

Interpret the error beep codes at power-up and check
the power-up screen for a failure detected during
self-tests.

The problem is usually associated with an EISA board,
for example, there could be an IRQ mismatch.

Use the error beep codes and/or console terminal to
determine the error.

Examine the console event log (enter the cat el
command) or the power-up screen to check for
embedded error messages recorded during power-up.

Use the troubleshooting tables to determine the
problem.

Do the following:

= Use the troubleshooting table to determine the
problem.

< Run the ROM-based diagnostic (RBD) tests to
verify the problem.

See Chapter 6 for a discussion of error codes and messages.
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See Appendix E for information on the SHOW CONFIG command and display.

Table 1-4 Diagnostic Flow for Boot Problems

If...

Then...

The system cannot find the boot
device

Device does not boot

Do the following:

= Check the system configuration for the correct
device parameters (node ID, device name, and
so on) by using the SHOW CONFIG and SHOW
DEVICE commands.

= Check the system configuration for the correct
environment variable settings by examining the
auto_action, bootdef_dev, and os_type environment
variables.

e Run the device tests to check that the boot device
is operating.

Check the ew*0_protocols or er*0_protocols
environment variable settings.

For problems booting over a network, check the
ew*0_protocols or er*0_protocols environment variable
settings.

Table 1-5 Diagnostic Flow for Errors Reported by the Operating System

If...

Then...

The system is hung or has
crashed

Errors have been logged and the
operating system is up

Examine the crash dump file.

Refer to the OpenVMS AXP Alpha System Dump
Analyzer Utility Manual for information on how to
interpret OpenVMS crash dump files.

Examine the operating system error log files to isolate
the problem.

If the problem occurs intermittently, run an operating
system exerciser, such as DEC VET, to stress the
system.

Refer to the DEC Verifier and Exerciser Tool User’s
Guide for instructions on running DEC VET.

1.2 Maintenance Features

StorageWorks Network Arrays have the following features to aid in
troubleshooting and maintenance:

« Initialization diagnostics

Various levels of initialization diagnostics execute on the controller. These
tests ensure that the subsystem is ready to come online after it has

been reset, powered on, and so forth. You can elect to rerun many of the
diagnostics after initialization completes in order to test controller operation.
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e Terminal access

You can use a virtual terminal (host terminal) or a maintenance terminal
to check status and set operating parameters. The terminal connection
provides access to the following:

— Command Line Interpreter (Appendix E)
— Error messages (Chapter 6)
— Error logs (Chapter 6 and Appendix C)
= Utilities
The VTDPY utility displays current controller state and performance data,

including processor utilization, host port activity and status, device state,
logical unit state, and cache and 1/O performance.

The configuration utility (CONFIG) checks the SCSI device ports for any
device not previously added. This utility adds and names these devices.

The Firmware Licensing System (FLS) enables and disables licensed
controller features, including RAID (Redundant Array of Independent Disks),
mirroring and write-back caching.

The Fault Management Utility (FMU) controls some spontaneous error
displays and displays controller last failure and memory system failure
information.

See Chapter 7 for detailed information on each utility.

e EXxercisers

The controller can run both a disk inline exerciser (DILX) and a tape inline
exerciser (TILX). These exercisers simulate high levels of user activity.
Running them provides performance information you can use to determine
the health of the controller and the devices attached to it. See Chapter 7 for
more information about the exercisers.

< Controller warm swap

You can safely remove and replace, or warm swap, one controller in a
dual-redundant configuration. When you warm swap a controller, you are
replacing a controller in the most transparent method available to the HS
controller subsystem. Warm swapping a controller has minimal system and
device impact. For more information on warm swapping, see Chapter 8.

= HSICP front panel

The seven buttons and LEDs on the front panel of the HS1CP control the
SCSI ports and report fault and normal conditions. See Chapter 3 for a
complete description of the HS1CP front panel.

1.3 Common Problems
If hardware failure occurs, check for the following problems:
= Loose or missing terminators

= Loose or damaged cables or connectors
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1.4 Troubleshooting Basics
When you are presented with a component failure, do the following:

1. Make a note of all visual indicators (OCP, device LEDs, and/or error
messages) available to you.

2. Extract and read host error logs.

3. For surviving components in dual-redundant pairs, try entering a RESTART
command. The surviving component could be keeping its companion from
operating.

4. Errors can be intermittent. Reseat a connection or cable to see if the error
clears.

5. See if the error indication changes after reseating a component. If the error
remains the same, look up information for that error. If the indication
changes, look up information for the newer error.

6. Always consider reseating the controller and/or component when
troubleshooting. Poor connections between a component and backplane
can cause a variety of errors.

1.5 Service Tools and Utilities

This section lists the array of service tools and utilities available for acceptance
testing, diagnosis, and serviceability and provides recommendations for their
use.

1.5.1 Error Handling/Logging

OpenVMS operating systems provide recovery from errors, fault handling,

and event logging. The DECevent™ Translation and Reporting Utility for
OpenVMS™ and Error Report Formatter (ERF) provide bit-to-text translation of
event logs for interpretation.

Recommended Use: Analysis of error logs is the primary method of diagnosis and
fault isolation. If the system is up, or you are able to bring it up, look at this
information first.

1.5.2 ROM-Based Diagnostics

Many ROM-based diagnostics and exercisers are embedded in server processor
systems. ROM-based diagnostics execute automatically at power-up and can be
invoked in console mode using console commands.

Recommended Use: ROM-based diagnostics are the primary means of testing the
console environment and diagnosing the CPU, memory, Ethernet, 1/0O buses, and
SCSI subsystems. Use ROM-based diagnostics in the acceptance test procedures
when you install a system, add a memory module, or replace the following:

e CPU module

e Memory module
= Motherboard

= 1/O bus device

= Storage device

1-6 Troubleshooting Strategy



1.5.3 Loopback Tests

Internal and external loopback tests are used to isolate a failure by testing
segments of a particular control or data path. The loopback tests are a subset of
the ROM-based diagnostics.

Recommended Use: Use loopback tests to isolate problems with the COM2 serial
port, the parallel port, and Ethernet controllers.

1.5.4 Firmware Console Commands

Console commands are used to set and examine environment variables and device
parameters, as well as to invoke ROM-based diagnostics and exercisers.

The following are examples of console commands:

e The SHOW MEMORY, SHOW CONFIG, and SHOW DEVICE commands are
used to examine the configuration.

e The SET (bootdef_dev and auto_action) commands are used to set
environment variables.

e The CDP command is used to configure DSSI parameters.

Recommended Use: Use console commands to set and examine environment
variables and device parameters and to run RBDs.

1.5.5 Operating System Exercisers (DEC VET)

The Digital Verifier and Exerciser Tool (DEC VET) is supported by the OpenVMS
operating system. DEC VET performs exerciser-oriented maintenance testing of
both hardware and operating system.

Recommended Use: Use DEC VET as part of acceptance testing to ensure that
the CPU, memory, disk, tape, file system, and network are interacting properly.
Also use DEC VET to stress test the user’s environment and configuration by
simulating system operation under heavy loads to diagnose intermittent system
failures.

1.5.6 Crash Dumps

For fatal errors, such as fatal bugchecks, the OpenVMS operating system saves
the contents of memory to a crash dump file.

Recommended Use: Crash dump files can be used to determine why the system
crashed. To save a crash dump file for analysis, you need to know the proper
system settings. Refer to the OpenVMS AXP Alpha System Dump Analyzer
Utility Manual.

1.6 Information Services

Several information services are available, including online information
for servicers and customers, computer-based training, and maintenance
documentation database services. The following sections contain a brief
description of some of these services.
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1.6.1 Training

The following computer-based training (CBT) and lecture lab courses are available
from the Digital training center:

e Alpha Concepts

= ISA and EISA Bus Concepts: EY-1113E-PO

= RAID Concepts: EY-N935E

= SCSI Concepts and Troubleshooting: EY-P841E, EY-NS838E

1.6.2 Digital Assisted Services

Digital Assisted Services (DAS) offers products, services, and programs to
customers who participate in the maintenance of Digital computer equipment.
Components of DAS include:

= Spare parts and kits
« Diagnostics and service information/documentation
= Tools and test equipment

= Parts repair services, including Field Change Orders (FCOs)
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2

Power-Up Diagnostics for the Server Processor

This chapter provides information about power-up diagnostics for the server
processor and discusses the following:

= Interpreting error beep codes

= Power-up screen

= Storage device LEDs

« EISA bus problems indicated at power-up

= The power-up sequence

= Firmware power-up diagnostics

2.1 Interpreting Error Beep Codes

If errors are detected at power-up, audible beep codes are emitted from the

system.

The beep codes are the primary diagnostic tool for troubleshooting problems when
console mode cannot be accessed.

Table 2—1 Interpreting Error Beep Codes

Beep
Code

Problem

Corrective Action

1-1-4

3-3-1

The SROM code is unable to load the

console code: Flash ROM header area or

checksum error detected.

Generic system failure. Possible
problem sources include the following
motherboard components:

Native SCSI controller (NCR
53C810)

Remote 1/0 chip (Intel 87312)
NVRAM chip (position E14)

Do the following:

Use the Fail-Safe Loader to load
new ARC/SRM console code.

If successfully loading new
console firmware does not
solve the problem, replace the
motherboard.

Do the following:

1.

Replace the NVRAM chip (E14)
on the system motherboard (see
Chapter 8).

If replacing the NVRAM chip did
not solve the problem, replace
the motherboard (see Chapter 8).

(continued on next page)
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Table 2—1 (Cont.) Interpreting Error Beep Codes

Beep

Code Problem Corrective Action

1-2-1 TOY NVRAM failure. Replace the TOY NVRAM chip (E78)
on the system motherboard (see
Chapter 8).

1-3-3 No usable memory detected. Do the following:

1. Verify that the memory modules
are properly seated and try
powering up again.

2. Swap bank 0 memory with
known good memory and run
SROM memory tests at power-
up (see Section 2.1).

3. If populating bank 0 with known
good memory does not solve
the problem, replace the CPU
daughterboard (see Chapter 8).

4. If replacing the CPU
daughterboard does not solve
the problem, replace the
motherboard (see Chapter 8).

SROM Memory Power-Up Tests

To test SIMM memory and report the position of a failing SIMM, set SROM
power-up tests by using jumper J1 on the CPU (see Figure 2-1). The progress
and results of these tests are reported on the LCD display on the operator control
panel (OCP).

To thoroughly test memory and data paths, complete the SROM tests in the order
presented in Table 2-2. If a SIMM is reported as bad, replace the SIMM (see
Chapter 8 and resume testing at bank 4 (Memory Test).

Table 2-2 SROM Memory Tests, CPU Jumper J1

Bank
# Test Description Test Results
6 Backup Cache Tag Test status displays on OCP:
Test
1.2.3.done.
If the tests take longer than a few seconds between each
number displayed in the test count, there is a problem
with the cache—replace the CPU daughterboard (see
Chapter 8).
2 Cache Test: Tests Test status displays on OCP:
backup cache.
....done.

If the test takes longer than a few seconds to complete,
there is a problem with the backup cache—replace the
CPU daughter board (see Chapter 8).

(continued on next page)
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Table 2-2 (Cont.) SROM Memory Tests, CPU Jumper J1

Bank
#

Test Description

Test Results

4

Memory Test:
Tests memory with
backup and data
cache disabled.

Memory Test,
Cache Enabled:
Tests memory with
backup and data
cache enabled.

Test status displays on OCP:

12345.done.

If an error is detected, the bank number and failing
SIMM position are displayed. The following OCP message
indicates a failing SIMM at bank 0, SIMM position 2:

FAIL B:0 S:2

Test duration: Approximately 10 seconds per 8 megabytes
(MB) of memory.

Figure 2-2 shows the memory bank and SIMM layout for
the server processor. After determining the bad SIMM,
refer to Chapter 8 for instructions on replacing FRUs.

Note: The memory tests do not test the ECC SIMMs.

If the operating system logs five or more single-bit
correctable errors, swap the suspected ECC SIMMs with
good SIMMs and repeat the memory test.

Test status displays on OCP:

12345.done.

If an error is detected, the bank number and failing
SIMM position are displayed. The following OCP message
indicates a failing SIMM at bank 0, SIMM position 2:

FAIL B:0 S:2

Test duration: Approximately 2 seconds per 8 (MB) of
memory.

Figure 2-2 shows the bank and SIMM layout for the
server processor. After determining the bad SIMM, refer
to Chapter 8 for instructions on replacing FRUSs.

Note: The memory tests do not test the ECC SIMMs.

If the operating system logs five or more single-bit
correctable errors, swap the suspected ECC SIMMs with
good SIMMs and repeat the memory test.

(continued on next page)
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Table 2-2 (Cont.) SROM Memory Tests, CPU Jumper J1

Bank
# Test Description Test Results
3 Backup Cache Test:  Test status displays on OCP:

Tests backup cache
alternatively with ~ d 12345.done.

data cache enabled, D 12345.done.
then disabled. D 12345.done.
d 12345.done.

If an error is detected, the bank number and failing
SIMM position are displayed. The following OCP message
indicates a failing SIMM at bank 0, SIMM position 2:

FAIL B:0 S:2

Test duration: Approximately 2 seconds per 8 MB of
memory.

Figure 2-2 shows the bank and SIMM layout for the
Server processor. After determining the bad SIMM, refer
to Chapter 8 for instructions on replacing FRUs.

Note: The memory tests do not test the ECC SIMMs.

If the operating system logs five or more single-bit
correctable errors, swap the suspected ECC SIMMs with
good SIMMs and repeat the memory test.

Figure 2-1 Jumper J1 on the CPU Daughterboard
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I 7 0
T — 0 ﬂ ol
T 1 °f 2
I ] B
T ] o ols

oo|7

_l " " |_| " " MAO00328

Bank Jumper Setting

Standard boot setting (default)

Miniconsole setting: internal use only

SROM CacheTest: backup cache test

SROM BCacheTest: backup cache and memory test

SROM memTest: memory test with backup and data cache disabled

SROM memTestCacheOn: memory test with backup and data cache enabled
SROM BCache Tag Test: backup cache tag test

Fail-Safe Loader setting: selects fail-safe loader firmware
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Figure 2—-2 Server Processor Motherboard Layout
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2.2 Power-Up Screen

During power-up self-tests, the test status and results are displayed on the
console terminal. Information similar to the following example should be
displayed on your screen:

ff.fe.fd.fc.fb.fa.f9.f8.f7.16.f5.

ef.df.ee.fd.ed.ec.eb....ea.e9.e8.e7.e6.e5.e4.e3.e2.e1.e0.

V1.1-1, built on Nov 4 1994 at 16:44:07
>>>

If the power-up display stops at any of the alpha-numeric characters, refer to
Table 2—-3 to determine the cause.
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Table 2—-3 Server Processor Error Sequence Numbers

LED code Meaning

ef UNUSED

ee UNUSED

ed Memory test detected an error while testing the bank mapped at address 0
ec Either a missing SIMM or a SIMM mismatch detected by the memory sizing procedure
eb UNUSED

e6 EISA configuration NVR (Dallas 1225) datapath test failed

e5 NCR 53¢810 datapath test failed

ed TOY NVRAM (Dallas 1287) datapath test failed

e3 UNUSED

e2 87312 Super /O datapath test failed

el Datapath to Flash ROM read error detected

e0 Code loaded from Flash ROM failed checksum test

20 Machine check

Note

If the power-up display stops on €6, an EISA or PCI board is causing the
system to hang.

Console Event Log

The server processor maintains a console event log consisting of status messages

received during power-on self-tests. If problems occur during power-up, standard

error messages indicated by asterisks (***) may be embedded in the console event
log. To display a console event log, use the cat el command.

Note

To stop the screen display from scrolling, press Ctrl/S. To resume scrolling,
press Ctrl/Q.

You also can use the more el command to display the console event log
one screen at a time.

The following example shows a console event log that contains a standard error
message:

>>> cat el

* keyboard not plugged in... o
ff.fe.fd.fc.fb.fa.f9.f8.f7.16.f5.
ef.df.ee.f4.ed.ec.eb.ea.e9.e8.e7.e6.port pka0.7.0.6.0 initialized,
scripts are at 4f7faa0

resetting the SCSI bus on pka0.7.0.6.0

port pkb0.7.0.12.0 initialized, scripts are at 4f82be0
resetting the SCSI bus on pkb0.7.0.12.0
eb.e4.e3.e2.el.e0.

V1.1-1, built on Nov 4 1994 at 16:44:07

device dka400.4.0.6.0 (RRD43) found on pka0.4.0.6.0
>>>

@ The keyboard is not plugged in or is not working.
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2.3 Storage Device LEDs
Storage device LEDs indicate the status of the device:

= Figure 2-3 shows the Activity LED for the floppy drive. This LED is on when
the drive is in use.

e Figure 2-4 shows the Activity LED for the CD—ROM drive. This LED is on
when the drive is in use.

For information on other storage devices, refer to the documentation provided by
the manufacturer or vendor.

Figure 2-3 Floppy Drive Activity LED
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Figure 2-4 CD-ROM Drive Activity LED
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2.4 EISA Bus Problems Indicated at Power-Up

EISA bus failures at power-up are usually indicated by the following messages
displayed during power-up:

EISA Configuration Error. Run the EISA Configuration Utility.

Run the EISA Configuration Utility (ECU) (Section 5.21) when this message
is displayed. Other problems are indicated by EISA devices missing from the
SHOW CONFIG display.

Table 2—4 provides steps for troubleshooting EISA bus problems that persist after
you run the ECU.
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Table 2-4 EISA Troubleshooting

Step  Action

1
2

Confirm that the EISA module and any cabling are properly seated.
Run the ECU to:

= Confirm that the system has been configured with the most recently installed
controllers.

= See what the hardware jumper and switch setting should be for each EISA
controller.

= See what the software setting should be for each EISA controller.
= See if the ECU deactivated (<>) any controllers to prevent conflict.

= See if any controllers are locked (1), which limits the ECU’s ability to change
resource assignments.

Confirm that the hardware jumpers and switches on EISA controllers reflect the
settings indicated by the ECU. Start with the last EISA module tested.

Run ROM-based diagnostics for the type of option:

= Storage adapter—Run test to exercise the storage devices off the EISA
controller option (see Section 4.1.3.1).

- Ethernet adapter—Run netew or network to exercise an Ethernet adapter
(see Sections 4.1.3.4 and 4.1.3.5).

Check for a bad slot by moving the last installed controller to a different slot.
Call Digital Multivendor Customer Services for help.

2.4.1 Additional EISA Troubleshooting Tips
The following tips can aid in isolating EISA bus problems:

Peripheral device controllers need to be seated (inserted) carefully, but firmly,
into their slot to make all necessary contacts. Improper seating is a common
source of problems for EISA modules.

Be sure you run the correct version of ECU for the operating system.

The CFG files supplied with the option you want to install may not work

on StorageWorks Network Array systems. Some CFG files call overlay files
that are not required on this system or may refer to inappropriate system
resources (for example, BIOS addresses). Contact the option vendor to obtain
the proper CFG file.

Peripherals cannot share direct memory access (DMA) channels. Assignment
of more than one peripheral to the same DMA channel can cause
unpredictable results or even loss of function of the EISA module.

Not all EISA products work together. EISA is an open standard, and not
every EISA product or combination of products can be tested. Violations of
specifications may matter in some configurations, but not in others.

Manufacturers of EISA options often test the most common combinations
and may have a list of EISA options that do not function in combination with
particular systems. Be sure to check the documentation or contact the option
vendor for the most up-to-date information.

EISA systems do not function unless they first are configured using the ECU.
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e The ECU does not notify you if the configuration program diskette is
write-protected when it attempts to write the system configuration file
(SYSTEM.SCI) to the diskette.
2.4.2 The Fail-Safe Loader

The fail-safe loader (FSL) allows you to attempt to recover when one of the
following is the cause of a problem getting to the console program under normal
power-up:

= A power failure or accidental power down during a firmware upgrade
= A checksum failure or flash ROM header error while the SROM code is trying
to load the SRM/ARC console firmware

Note

The fail-safe loader should be used only when a failure at power-up
prohibits you from getting to the console program. You cannot boot an
operating system from the fail-safe loader.

If a checksum error is detected when the SRM/ARC console is loading at
power-up (error beep code 1-1-4), you need to activate the fail-safe loader
and reinstall the firmware.

From the FSL program, you can update or load new console firmware.

Activating the Fail-Safe Loader
To activate the FSL, do the following:

1. Install the jumper at bank 7 of the J1 jumper on the CPU daughterboard
(Figure 2-1). The jumper is usually installed in the standard boot setting
(bank 0).

2. Install the console firmware floppy diskette and turn on the system.
Reinstall the console firmware from a firmware diskette.

4. When you have finished, power down and return the J1 jumper to the
standard boot setting (bank 0).

Bank Jumper Setting

Standard boot setting (default)

Miniconsole setting: Internal use only

SROM CacheTest: Backup cache test

SROM BCacheTest: Backup cache and memory test

SROM memTest: Memory test with backup and data cache disabled

SROM memTestCacheOn: Memory test with backup and data cache enabled
SROM BCache Tag Test: Backup cache tag test

Fail-Safe Loader setting: Selects fail-safe loader firmware

~N o o b~ W N P O
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2.5 The Power-Up Sequence

During the network array power-up sequence, the power supplies are stabilized
and the system is initialized and tested through the firmware power-on self-tests.

The power-up sequence includes the following:
= Power supply power-up:

— AC power-up

— DC power-up
= Two sets of power-on diagnostics:

— Serial ROM diagnostics

— Console firmware-based diagnostics

2.5.1 AC Power-Up Sequence

The following power-up sequence occurs when AC power is applied to the system
(system is plugged in) or when electricity is restored after a power outage:

1. The front end of the power supply begins operation and energizes.

2. The power supply then waits for the DC power to be enabled.

2.5.2 DC Power-Up Sequence

Apply dc power to the system with the DC On/Off button on the operator control
panel.

A summary of the dc power-up sequence follows:

1. When the DC On/Off button is pressed, the power supply checks for a POK_H
condition.

2. 12V, 5V, 3.3V, and -12V outputs are energized and stabilized. If the outputs
do not come into regulation, the power-up sequence is aborted and the power
supply enters the latching-shutdown mode.

2.6 Firmware Power-Up Diagnostics

After successful completion of ac and dc power-up sequences, the processor
performs its power-up diagnostics. These tests verify system operation, load
the system console, and test the core system (CPU, memory, and motherboard),
including all boot path devices. These tests are performed as two distinct sets of
diagnostics:

= Serial ROM diagnostics—These tests are loaded from the serial ROM located
on the CPU daughterboard into the CPU's instruction cache (lI-cache). The
tests check the basic functionality of the system and load the console code
from the FEPROM on the motherboard into system memory.

Failures during these tests are indicated by audible error beep codes.
Failures of customized SROM tests, set using the J1 jumper on the CPU
daughterboard, are displayed on the operator control panel.

« Console firmware-based diagnostics—These tests are executed by the console
code. They test the core system, including all boot path devices.

Failures during these tests are reported to the console terminal through the
power-up screen or console event log.
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2.6.1 Serial ROM Diagnostics

The serial ROM diagnostics are loaded into the CPU's instruction cache from the
serial ROM on the CPU daughterboard. The diagnostics test the system in the
following order:

1.
2.
3.

Test the CPU and backup cache located on the CPU daughterboard.
Test the CPU module’s system bus interface.

Test the system bus to the EISA bus bridge. If the EISA bridge fails, an
audible error beep code sounds. The power-up tests continue despite these
errors.

Configure the memory in the system and test only the first 4 MB of memory.
If there is more than one memory module of the same size, the lowest
numbered memory module (one closest to the CPU) is tested first.

If the memory test fails, the failing bank is mapped out and memory is
reconfigured and retested. Testing continues until good memory is found. If
good memory is not found, an error beep code (1-3-3) is generated and the
power-up tests are terminated.

Check the data path to the FEPROMSs on the motherboard.

The console program is loaded into memory from the FEPROM on the
motherboard. A checksum test is executed for the console image. If the
checksum test fails, an error beep code (1-1-4) is generated and the power-up
tests are terminated.

If the checksum test passes, control is passed to the console code, and the
console firmware-based diagnostics are run.

2.6.2 Console Firmware-Based Diagnostics

Console firmware-based tests are executed once control is passed to the console
code in memory. They check the system in the following order:

1.

Perform a complete check of system memory. (Steps 2-5 may be completed in
parallel.

Start the 1/0 drivers for mass storage devices and tapes. At this time, a
complete functional check of the machine is made. After the 1/O drivers
are started, the console program continuously polls the bus for devices
(approximately every 20 or 30 seconds).

Check that EISA configuration information is present in NVRAM for each
EISA module detected and that no information is present for modules that
have been removed.

Run exercisers on the drives currently seen by the system.

Note

This step does not ensure that all disks in the system are tested or that
any device drivers are completely tested. Spin-up time varies for different
drives, so not all disks may be on line at this point in the power-up
sequence. To ensure complete testing of disk devices, use the TEST
command (Section 4.1.3.1).
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5. Enter console mode or boot the operating system. This action is determined
by the auto_action  environment variable.

2.6.3 Operator Control Panel Indicators

The OCP consists of a 16-character liquid crystal display (LCD), DC power-enable
switch, momentary Halt switch, momentary Reset switch, and two light-emitting
diodes (LEDs), indicating DC POWER ON and SYSTEM HALT. The controls and
indicators on the OCP are shown in Figure 2-5.

Figure 2-5 Operator Control Panel

OCP Display

O Power O

On Halt Reset Shelf  Server Cabinet
Power Halt Fail  Fan Fall Fail
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Table 2-5 describes the controls and indicators.

Table 2-5 OCP Controls and Indicators Description

Control or Indicator Function
Power On Switches the system unit on and off.
Power indicator Lights when the system unit is turned on.

In a redundant system, the light displays amber if one
power supply is failed.

Halt switch Halts an OpenVMS system, returning it to console
mode control.

Halt indicator Lights when the system is halted.

Reset switch Reinitializes the system and performs startup tests.

Shelf fail indicator Not used.

Server fan fail indicator Lights when any system fan is not working.

Cabinet fail indicator When a redundant power supply fails, this light, along

with the power indicator, displays red for three to
four seconds. It then goes off, and the power indicator
displays amber.

Operator control panel display Displays diagnostic and error messages.
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2.6.4 Cycling Power with the OCP

During the installation procedure, you are directed to cycle (remove, then restore)
power to the server processor. Use the Power On switch on the OCP to perform
this step when directed to cycle the server processor.

2.6.5 Server Fan Fail Indicator

The Server Fan Fail indicator lights when either fan 1 or fan 2 fails. Periodically
check to make sure the Server Fan Fail indicator is not lighted.

Failure of fan 3 (the fan cooling the microprocessor) causes the server processor
to shut down. The indicator does not light in this instance. In the event of a fan
3 failure, the following message appears on the server processor terminal:

System Machine Check Through Vector 00000660
logout frame address 0x6048 code 0x223
Machine Check Code---> 0x223 Fan 1 Failure

Note

Fan 3 is the hardware designation for the fan that provides the primary
cooling air to the microprocessor. This fan is designated as fan 1 to the
server processor software. Because of this, the error message shown
indicates fan 1 failure.

In the event of a fan failure, call your service representative.
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3

Power-Up Diagnostics for the HS1CP

This chapter provides information on power-up diagnostics for the HS1CP and
discusses the following:

= The power-up sequence
e Firmware power-up diagnostics
Figure 3—1 shows the layout of the HS1CP.

Figure 3-1 HS1CP Layout

_M\M/_
o | © o |[o 0 D‘/ RESET
000 T : 1 BUTTON
OpO 5! ' [lo :
OO 'Do: :[lo N
0 1o e ' 1O |
1o 1
1o | SN ) \ FRONT
o0 Lo ! PANEL
0©° o) '
@] : -
°%
PORT PORT
LEDS BUTTONS

CX0-4461B-MC

Power-Up Diagnostics for the HS1CP 3-1



3.1 The Power-Up Sequence
The power-up sequence includes the following:

AC Power-Up Sequence
AC power is applied when the CDU breaker is in the On position.

DC Power-Up Sequence

DC power is applied to the system with the DC On/Off button on the OCP of the
Server processor.

3.2 Firmware Power-Up Diagnostics

After successful completion of ac and dc power-up sequences, the HS1CP performs
its firmware diagnostics. The following sections describe the HS1CP front panel
indicators, normal operation, and fault notification.

3.2.1 HSI1CP Front Panel Indicators
The front panel includes the following indicators:

= One Reset button with an embedded green LED
= One button per SCSI port
= Six amber LEDs

Figure 3—-1 shows an example of an HS1CP and the front panel indicators. The
buttons and LEDs serve different functions with respect to controlling the SCSI
ports and/or reporting fault and normal conditions.

3.2.2 HS1CP Normal Operation

The green LED button reflects the state of the HS1CP and the host interface.
Once HS1CP initialization completes and its firmware is functioning, the green
button flashes continuously at 1 Hz (once per second). Pressing the green button
during normal operation resets the HS1CP.

Under normal operation, the amber LEDs indicate the state of the respective
SCSI-2 device buses attached to the HS1CP. When the devices on the buses are
functioning correctly, the amber LEDs do not light or flash.

Pressing one of the port buttons during normal operation lights its corresponding
amber LED and momentarily quiesces its SCSI-2 port. You must quiesce a port

to remove or warm swap a device on the SCSI-2 bus for that port. (Use a small

pointed object to press the port button.)

See Chapter 8 for a detailed description of removing and replacing devices.

3.2.3 Fault Notification

The front panel LEDs display information when the HS1CP encounters a problem
with a device configuration, a device, or the HS1CP itself.

Should a configuration mismatch or a device fault occur, the amber LED for the
affected device’s bus lights continuously.

For HS1CP problems, LED codes determined by internal diagnostics and
operating firmware indicate either HS1CP faults or HS1CP operating firmware
program card faults. In either case, the single green Reset LED lights
continuously when an error is detected. The remaining amber LEDs display
the error codes in two different ways:
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The error code lights continuously for faults detected by internal diagnostic
and initialization routines. See Figure 6-2 to determine what these codes
mean.

The error code flashes at 3 Hz representing faults that occur during normal
controller operation. See Figure 6-3 to determine what these codes mean.

Note

If the controller finds errors during initialization or self-test diagnostics,
any flashing codes momentarily stop flashing while the error messages
are posted to the console. Normal flashing resumes once the display
completes. Do not attempt to look up the codes while this information is
printing at the terminal.

3.2.4 Device LEDs

The storage devices (SBBs) and their power supplies have LEDs to indicate
power and status. You can use these LEDs in conjunction with the front panel
indicators to isolate certain faults, as discussed in the following sections.

3.2.4.1 Storage SBB Status

Device shelves monitor the status of the storage SBBs. When a fault occurs, the
fault and the SBB device address (SCSI target ID) are reported to the HS1CP for
processing. The SBB internal fault/identity bus controls the fault (lower) LED.

As shown in Figures 3-2 and 3-3, each storage SBB has two LED indicators that
display the SBB's status. These LEDs have three states: on, off, and flashing.

The upper LED (green) is the device activity LED and is on or flashing when
the SBB is active.

CAUTION

Do not remove a storage SBB when the upper LED is on or flashing. This
can cause the loss or corruption of data.

The lower LED (amber) is the storage SBB fault LED and indicates an error
condition when it is either on or flashing. When this LED indicates a fault,
the HS1CP’s amber LED for the device’s port is lit continuously as well.

CAUTION

You should record which devices have lit/flashing fault LEDs before
resetting the HS1CP; resetting it can clear this LED temporarily, even
though the fault remains.
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Figure 3-2 3.5-Inch Storage SBB LEDs
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Table 3-1 explains the SBB LED codes.

Table 3—-1 Storage SBB Status LEDs

LED Status Indication

Device activity On SBB is operating normally.

Device fault Off

Device activity Flashing SBB is operating normally.

Device fault Off

Device activity Off SBB is operating normally.

Device fault Off The SBB is inactive, and there is no fault.

Device activity On Fault status.

Device fault On SBB is probably not responding to control signals.
Digital recommends that you replace the SBB.

Device activity Off Fault status.

Device fault On SBB is inactive and spun down.
Digital recommends that you replace the SBB.

Device activity On Fault status.

Device fault Flashing SBB is active and is spinning down because of the

fault.

3.2.4.2 Device Shelf Status and Power Supply Status

The status of both the device shelf blowers and power supplies is displayed on the
power supply LEDs, as shown in Figure 3—4. The upper LED displays the shelf
status and the lower LED displays the power supply status.

= When the upper LED is on, both the shelf blowers and the power supplies are
functioning properly.

e When the upper LED is off, either a shelf blower or a power supply is not
functioning properly.

< When the lower LED is off, either there is an input power problem or the
power supply is not functioning.
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Figure 3-4 Power Supply LEDs
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For a detailed explanation of the power supply LED codes, see Tables 3-2 and

3-3.

Table 3-2 Shelf and Single Power Supply Status LEDs

Status LED State Indication

Shelf (upper) On System is operating normally.

PS (lower) On

Shelf (upper) Off Fault status.

PS (lower) On There is a shelf fault; there is no power supply fault.
Replace blower as described in Chapter 8.

Shelf (upper) Off Fault status.

PS (lower) Off Shelf and power supply fault.

Replace power supply as described in Chapter 8.

Note

When a shelf has two power supplies, you must observe the LEDs on both
power supplies to determine the status (see Table 3-3).
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Table 3-3 Shelf and Dual Power Supply Status LEDs

Status LED PS1t PS2% Indication

Shelf (upper) On On Normal status.

PS (lower) On On System is operating normally.

Shelf (upper) Off Off Fault status.

PS (lower) On On There is a shelf fault; there is no power supply fault.
Replace blower as described in Chapter 8.

Shelf (upper) Off Off Fault status.

PS (lower) On Off PS1 is operational.
Replace PS2 as described in Chapter 8.

Shelf (upper) Off Off Fault status.

PS (lower) Off On PS2 is operational.
Replace PS1 as described in Chapter 8.

Shelf (upper) Off Off Fault status.

PS (lower) Off Off Possible PS1 and PS2 fault or input power problem.

t Shelf power supply installed in slot 7.
1 Redundant power supply installed in slot 6.
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Diagnostics for the Server Processor

This chapter provides information on how to run system diagnostics for the
server processor.

4.1 Diagnostic Procedures

The following sections provide information on diagnostic procedures for the server
processor.

4.1.1 Running ROM-Based Diagnostics

ROM-based diagnostics (RBDs), which are part of the console firmware that

is loaded from the FEPROM on the system motherboard, offer many powerful
diagnostic utilities, including the ability to examine error logs from the console
environment and run system- or device-specific exercisers.

The network array’s RBDs rely on exerciser modules to isolate errors rather than
on functional tests. The exercisers are designed to run concurrently, providing a
maximum bus interaction between the console drivers and the target devices.

The multitasking ability of the console firmware allows you to run diagnostics in
the background (using the background operator “&” at the end of the command).
You run RBDs by using console commands.

Note

ROM-based diagnostics, including the TEST command, are run from the
console. RBDs report errors to the console terminal and/or the console
event log.

4.1.2 Command Summary
Table 4-1 provides a summary of the diagnostic and related commands.

Table 4-1 Summary of Diagnostic and Related Commands

Command Function Reference

Acceptance Testing

TEST Quickly tests the core system. The TEST command Section 4.1.3.1
is the primary diagnostic for acceptance testing and
console environment diagnosis.

(continued on next page)
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Table 4-1 (Cont.) Summary of Diagnostic and Related Commands

Command Function

Reference

Error Reporting

CAT EL Displays the console event log.
MORE EL Displays the console event log one screen at a time.

Section 4.1.3.2
Section 4.1.3.2

Extended Testing/Troubleshooting

MEMORY Runs memory exercises each time the command is
entered. These exercises run concurrently in the
background.

NET -IC Initializes the MOP counters for the specified
Ethernet port.

NET -S Displays the MOP counters for the specified
Ethernet port.

NETEW Runs external mop loopback tests for specified
EISA-based ew* (DECchip 21040, TULIP) Ethernet
ports.

NETWORK Runs external mop loopback tests for specified

EISA-based er* (DEC 4220, LANCE) Ethernet ports.

Section 4.1.3.3

Section 4.1.3.7

Section 4.1.3.6

Section 4.1.3.4

Section 4.1.3.5

Loopback Testing

TEST LB Conducts loopback tests for COM2 and the parallel
port in addition to quick core system tests.

NETEW Runs external mop loopback tests for specified
EISA-based ew* (DECchip 21040, TULIP) Ethernet
ports.

NETWORK Runs external mop loopback tests for specified

EISA-based er* (DEC 4220, LANCE) Ethernet ports.

Section 4.1.3.1

Section 4.1.3.4

Section 4.1.3.5

Diagnostic-Related Commands

KILL Terminates a specified process.
KILL_DIAGS Terminates all currently executing diagnostics.

SHOW_STATUS Reports the status of currently executing
test/exercisers.

Section 4.1.3.8
Section 4.1.3.8
Section 4.1.3.9

4.1.3 Command Reference

The following sections provides detailed information on the diagnostic commands

and related commands.

4.1.3.1 The TEST Command

The TEST command runs firmware diagnostics for the entire system. The tests
are run concurrently in the background. Fatal errors are reported to the console

terminal.

Use the CAT EL command in conjunction with the TEST command to examine

test/error information reported to the console event log.
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Because the tests are run concurrently and indefinitely (until you stop them
with the KILL_DIAGS command), they are useful in flushing out intermittent
hardware problems.

Note

By default, no write tests are performed on disk and tape drives.
Media must be installed to test the floppy drive and tape drives. A
loopback connector is required for the COM2 (9-pin loopback connector,
12-27351-01) port.

Use the KILL command to terminate an individual diagnostic or the
KILL_DIAGS command to terminate all diagnostics. Use the SHOW_STATUS
display to determine the process ID when terminating an individual diagnostic
test.

Note

A serial loopback connector (12-27351-01) must be installed on the COM2
serial port for the KILL_DIAGS command to successfully terminate
system tests.

The TEST script tests devices in the following order:

1. Console loopback tests if Ib argument is specified: COM2 serial port and
parallel port.

2. Network external loopback tests for E*AO. This test requires that the
Ethernet port be terminated or connected to a live network; otherwise, the
test fails.

Memory tests (one pass).
4. Read-only tests: DK* disks, DR* disks, DU* disks, MK* tapes, DV* floppy.

VGA console tests. These tests are run only if the console environment
variable is set to “serial.” The VGA console test displays rows of the letter
“H

Synopsis:
TEST [Ib]
Argument:

[1b] The loopback option includes console loopback tests for the COM2 serial
port and the parallel port during the test sequence.
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Examples:

The system is tested and the tests complete successfully.

Note

Examine the console event log after running tests.

>>> TEST
Requires diskette and loopback connectors on COM2 and parallel port
type kill_diags to halt testing
type show_status to display testing progress
type cat el to redisplay recent errors
Testing COM2 port
Setting up network test, this will take about 20 seconds
Testing the network
128 Meg of System Memory

Bank 0 = 64 Mbytes(16 MB Per Simm) Starting at 0x00000000
Bank 1 = 64 Mbytes(16 MB Per Simm) Starting at 0x01000000
Bank 2 = No Memory Detected
Bank 3 = No Memory Detected

Testing the memory

Testing parallel port

Testing the SCSI Disks

Non-destructive Test of the Floppy starteddka400.4.0.6.0 has no media
present or is disabled via the RUN/STOP switch

file open failed for dka400.4.0.6.0

Testing the VGA(Alphanumeric Mode only)

Printer offline

file open failed for para

>>> SHOW_STATUS

ID Program Device Pass Hard/Soft Bytes Written Bytes Read
00000001 idle system 0 0 0 0 0
0000002d  exer_kid ttal 0 0 0 1 0
0000003d nettest era0.0.0.2.1 43 0 0 1376 1376
00000045 memtest memory 7 0 0 424673280 424673280
00000052  exer_kid dkal00.1.0.6 0 0 0 0 2688512
00000053  exer_kid dka200.2.0.6 0 0 0 0 922624

>>> KILL_DIAGS™

The system is tested and the system reports a fatal error message. No network
server responded to a loopback message. Ethernet connectivity on this system
should be checked.

>>> TEST

Requires diskette and loopback connectors on COM2 and parallel port
type kill_diags to halt testing

type show_status to display testing progress

type cat el to redisplay recent errors

Testing COM2 port

Setting up network test, this will take about 20 seconds

Testing the network

** Error (era0), Mop loop message timed out from:
08-00-2b-3b-42-fd

*** | ist index: 7 received count: 0 expected count 2
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4.1.3.2 The CAT EL and MORE EL Commands

The CAT EL and MORE EL commands display the current contents of the console
event log. Status and error messages (if problems occur) are logged to the console
event log at power-up, during normal system operation, and while running system
tests.

Standard error messages are indicated by asterisks (***).

When you invoke the CAT EL command, the contents of the console event log
scroll by. Enter Ctrl/S to stop the screen from scrolling, and enter Ctrl/Q to
resume scrolling.

The MORE EL command allows you to view the console event log one screen at a
time.

Synopsis:
CAT EL
or

MORE EL
Examples:

The following examples show abbreviated console event logs that contain
standard error messages:

@ The first error message indicates the keyboard is not plugged in or is not
working.

>>> CAT EL

*** keyboard not plugged in... o
ff.fe.fd.fc.fb.fa.f9.18.f7.16.15.
ef.df.ee.f4.ed.ec.eb.ea.e9.e8.e7.e6.port pka0.7.0.6.0 initialized,
scripts are at 4f7faa0

resetting the SCSI bus on pka0.7.0.6.0

port pkb0.7.0.12.0 initialized, scripts are at 4f82be0
resetting the SCSI bus on pkb0.7.0.12.0
e5.e4.e3.e2.el.el.

V1.1-1, built on Nov 4 1994 at 16:44.07

device dka400.4.0.6.0 (RRD43) found on pka0.4.0.6.0
>>>
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4.1.3.3 The MEMORY Command

The MEMORY command tests memory by running a memory exerciser each time
the command is entered. The exercisers are run in the background and nothing
is displayed unless an error occurs.

The number of exercisers, as well as the length of time for testing, depends on the
context of the testing. Generally, running three to five exercisers for 15 minutes
to 1 hour is sufficient for troubleshooting most memory problems.

Use the KILL command to terminate an individual diagnostic or the
KILL_DIAGS command to terminate all diagnostics. Use the SHOW_STATUS
display to determine the process ID when terminating an individual diagnostic
test.

Synopsis:
MEMORY
Examples:

Example with no errors.

>>> MEMORY

>>> SHOW_STATUS

ID Program Device Pass Hard/Soft Bytes Written Bytes Read
00000001 idle system 0 0 0 0 0
0000006k memtest memory 1 0 0 53477376 53477376
00000071 memtest memory 1 0 0 31457280 31457280
00000077 memtest memory 1 0 0 24117248 24117248
>>> KILL_DIAGS

>>>

Example with a memory compare error indicating bad SIMMs.

>>> MEMORY
** Hard Error - Error #44 - Memory compare error

Diagnostic Name ID Device Pass Test Hard/Soft 1-JAN-2066
memtest 000000c8 brd0 1 1 1 0 12:00:01
Expected value: 00000004

Received value: 80000001

Failing addr: 800001c

*** End of Error ***

>>> KILL_DIAGS
>>>
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4.1.3.4 The NETEW Command
The NETEW command is used to run MOP loopback tests for any EISA-based
ew* (DECchip 21040, TULIP) Ethernet ports. The command also can be used to
test a port on a “live” network.

The loopback tests are set to run continuously (-p pass_count set to 0). Use
the KILL command or Ctrl/C to terminate an individual diagnostic or the
KILL_DIAGS command to terminate all diagnostics. Use the SHOW_STATUS
display to determine the process ID when terminating an individual diagnostic
test.

Note

While some results of network tests are reported directly to the console,
you should examine the console event log using the CAT EL or MORE EL
commands for complete test results.

Synopsis:
NETEW
When the NETEW command is entered, the following script is executed:

net -sa ew*0>ndbr/lp_nodes_ew*0

set ew*0_loop_count 2 2>nl

set ew*0_loop_inc 1 2>nl

set ew*0_loop_patt ffffffff 2>nl

set ew*0_loop_size 10 2>nl

set ew*0_Ip_msg_node 1 2>nl

net -cm ex ew*0

echo "Testing the network"

nettest ew*0 -sv 3 -mode nc-p 0 -w 1 &

The script builds a list of nodes for which to send MOP loopback packets, sets
certain test environment variables, and tests the Ethernet port by using the
following variation of the nettest exerciser:

nettest ew*0 -sv 3 -mode nc -p0-w 1l &

Testing an Ethernet Port:

>>> NETEW

>>> SHOW_STATUS

ID Program Device Pass Hard/Soft Bytes Written Bytes Read
00000001 idle system 0 0 0 0 0
000000d5 nettest ewa0.0.0.0.0 13 0 0 308672 308672
>>> KILL_DIAGS

>>>
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4.1.3.5 The NETWORK Command
The NETWORK command is used to run MOP loopback tests for any EISA-based
er* (DEC 4220, LANCE) Ethernet ports. The command also can be used to test a
port on a “live” network.

The loopback tests are set to run continuously (-p pass_count set to 0). Use
the KILL command (or Ctrl/C) to terminate an individual diagnostic or the
KILL_DIAGS command to terminate all diagnostics. Use the SHOW_STATUS
display to determine the process ID when terminating an individual diagnostic
test.

Note

While some results of network tests are reported directly to the console,
you should examine the console event log (using the CAT EL or MORE
EL commands) for complete test results.

Synopsis:
NETWORK
When the NETWORK command is entered, the following script is executed:

echo "setting up the network test, this will take about 20 seconds"
net -stop er*0

net -sa er*0>ndbr/Ip_nodes_er*0

net ic er*0

set er*0_loop_count 2 2>nl

set er*0_loop_inc 1 2>nl

set er*0_loop_patt ffffffff 2>nl

set er*0_loop_size 10 2>nl

set er*0_Ip_msg_node 1 2>nl

set er*0_mode 44 2>nl

net -start er*0

echo "Testing the network"

nettest er*0 -sv 3-mode nc-p0 -w 1 &

The script builds a list of nodes for which to send MOP loopback packets, sets
certain test environment variables, and tests the Ethernet port by using the
following variation of the nettest exerciser:

nettest er*0 -sv 3-modenc-p 0 -w 1 &
Testing an Ethernet Port:

>>> NETWORK
>>> SHOW_STATUS

ID Program Device Pass Hard/Soft Bytes Written Bytes Read
00000001 idle system 0 0 0 0 0
000000d5 nettest era0.0.0.0.0 13 0 0 308672 308672
>>> KILL_DIAGS
>>>
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4.1.3.6 The NET -S Command
The NET -S command displays the MOP counters for the specified Ethernet port.

Synopsis:
NET -S EWAO
Example:

>>> NET -S EWAQ

Status counts:

ti: 72 tps: O tu: 47 tjt: O unf: O ri: 70 ru: O
rps: 0 rwt: 0 at: 0 fd: O Inf: 0 se: 0 tbf: O
tto: 1 Ikf: 1 ato: 1 nc: 71 oc: 0

MOP BLOCK:
Network list size: 0

MOP COUNTERS:
Time since zeroed (Secs): 42

TX:

Bytes: 0 Frames: 0

Deferred: 1 One collision: 0 Multi collisions: 0

TX Failures:

Excessive collisions: 0 Carrier check: 0 Short circuit: 71
Open circuit: 0 Long frame: 0 Remote defer: 0
Collision detect: 71

RX:

Bytes: 49972 Frames: 70

Multicast bytes: 0 Multicast frames: 0

RX Failures:

Block check: 0 Framing error: 0 Long frame: O

Unknown destination: 0 Data overrun: 0 No system buffer; 0
No user buffers: 0

>>>
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4.1.3.7 The NET -IC Command

The NET -1C command initializes the MOP counters for the specified Ethernet
port.

Synopsis:
NET -1C EWAOQ
Example:

>>> NET -IC EWAOQ
>>> NET -S EWAQ

Status counts:

ti: 72 tps: O tu: 47 tjt: O unf: O ri: 70 ru: O
rps: O rwt: 0 at: 0 fd: O Inf: O se: O tbf: O
tto: 1 Ikf. 1 ato: 1 nc: 71 oc: O

MOP BLOCK:
Network list size: 0

MOP COUNTERS:
Time since zeroed (Secs): 3

TX:

Bytes: 0 Frames: 0

Deferred: 0 One collision: 0 Multi collisions: 0

TX Failures:

Excessive collisions: 0 Carrier check: 0 Short circuit: 0
Open circuit: 0 Long frame: 0 Remote defer: 0
Collision detect: 0

RX:

Bytes: 0 Frames: 0

Multicast bytes: 0 Multicast frames: 0

RX Failures:

Block check: 0 Framing error: 0 Long frame: O

Unknown destination; 0 Data overrun: 0 No system buffer; 0
No user buffers: 0

>>>
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4.1.3.8 The KILL and KILL_DIAGS Commands

The KILL and KILL_DIAGS commands terminate diagnostics that are currently
executing.

Note

A serial loopback connector (12-27351-01) must be installed on the COM2
serial port for the KILL_DIAGS command to successfully terminate
system tests.

e The KILL command terminates a specified process.

e The KILL_DIAGS command terminates all diagnostics.
Synopsis:

KILL_DIAGS

kill [PID . ..]

Argument:

[PID ...] The process ID of the diagnostic to terminate. Use the SHOW_STATUS
command to determine the process ID.

Diagnostics for the Server Processor 4-11



4.1.3.9 The SHOW_STATUS Command

The SHOW_STATUS command reports one line of information per executing
diagnostic. The information includes ID, diagnostic program, device under test,
error counts, passes completed, bytes written, and bytes read.

Many of the diagnostics run in the background and provide information only if
an error occurs. Use the SHOW_STATUS command to display the progress of
diagnostics.

The following command string is useful for periodically displaying diagnostic
status information for diagnostics running in the background:

>>> while true;show_status;sleep n;done

where n is the number of seconds between SHOW_STATUS displays.
Synopsis:

SHOW_STATUS

Example:

>>> SHOW_STATUS

[ e O [ [
>>> SHOW_STATUS
ID Program Device Pass Hard/Soft Bytes Written Bytes Read

00000001 idle system 0 0 0 0 0
0000002d exer_kid ttal 0 0 0 1 0
0000003d nettest era0.0.0.2.1 43 0 0 1376 1376
00000045 memtest memory 7 0 0 424673280 424673280
00000052 exer_kid dkal00.1.0.6 0 0 0 0 2688512
>>>

@® Process ID

Program module name
Device under test
Diagnostic pass count

Error count (hard and soft): Soft errors are not usually fatal; hard errors halt
the system or prevent completion of the diagnostics.

Bytes successfully written by diagnostic

Bytes successfully read by diagnostic
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4.1.4 Acceptance Testing and Initialization

You must perform acceptance tests after installing a system or when adding or
replacing the following:

= CPU modules

= Memory modules

= Motherboard

= CPU daughterboard
= Storage devices

= EISA options

Perform the following acceptance tests on the previous modules after installing,
adding, or replacing them:

1. Run the RBD acceptance tests using the TEST command.

2. If you have added, moved, or removed an EISA option, run the EISA
Configuration Utility (ECU).

Bring up the operating system.

4. Run DEC VET to test that the operating system is correctly installed. Refer
to Section 4.1.5 for information on DEC VET.

415 DEC VET

Digital's DEC Verifier and Exerciser Tool (DEC VET) software is a multipurpose
system maintenance tool that performs exerciser-oriented maintenance testing.
DEC VET runs on OpenVMS operating systems, and consists of a manager and
exercisers. The DEC VET manager controls the exercisers. The exercisers test
system hardware and the operating system.

DEC VET supports various exerciser configurations, ranging from a single device
exerciser to full system loading (that is, simultaneous exercising of multiple
devices).

Refer to the DEC Verifier and Exerciser Tool User’s Guide for instructions on
running DEC VET.
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5

Normal Operations

This chapter presents a system overview of the StorageWorks Network Storage
Array, describes each of its major components, and lists the upgrade options.

5.1 System Overview

The StorageWorks Network Storage Arrays integrate Digital’s Alpha technology
with StorageWorks modular design to meet the storage requirements of large
FDDI/CDDI-based network systems. The StorageWorks Network Storage Arrays
support a wide range of StorageWorks solid state disk, magnetic disk, tape,
optical, and loader devices for configuring the exact storage solution to meet your
application’s needs. The StorageWorks Network Storage Array family extends
the StorageWorks line with both standard and highly available servers to meet
the 1/0 needs of even the largest network systems. Each StorageWorks Network
Storage Array comprises part of a network environment.

The following StorageWorks Network Storage Arrays currently are available:
= SWXNA-BA, BB, GA, GB

= SWXNA-AA, AB, FA, FB

« SWXNA-EA, EB, JA, JB

The following expansion options also are available:

= SWXNA-CA, CB

 SWXNA-DA, HA

In addition, many kits to upgrade your network array are available. See the
Digital Systems and Options Catalog for a complete list.

5.1.1 SWXNA-Bx/Gx Description

Figure 5-1 shows a conceptual model of the SWXNA-Bx/Gx StorageWorks
Network Storage Array. ldeal for large networks running “bet-your-business”
applications, the SWXNA-Bx/Gx network array provides high availability via
dual-redundant server processors and four dual-redundant device channel
processors. Housed in a single StorageWorks SW800 cabinet, this network
array can connect up to 72 redundant devices. Maximum SWXNA-Bx/Gx online
disk capacity is 309 GB using RZ29 disk drives. Consult the Software Product
Description (SPD), HS1CP Device Channel Processor Operating Firmware
Version 2.x, SPD 64.19.xx, for a complete list of supported StorageWorks
devices. Nearline storage of 10-plus terabytes is possible by adding up to two
StorageWorks tape libraries for backups and archiving.

During normal operation, 1/0 performance is enhanced by balancing the 1/O load
across the redundant system components in a customer-definable manner. If a
component failure occurs, the redundant partner takes over, providing continued
service until the failed component can be repaired or replaced. All SWXNA
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redundant StorageWorks Network Storage Array components can be hot swapped
or replaced without interrupting 1/O service.

Figure 5-1 SWXNA-Bx/Gx Diagram

MODEL SWXNA-Bx/Gx
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NETWORK STORAGE ARRAY
* F
DEVICE CHANNEL | | DEVICE CHANNEL
PROCESSOR PROCESSOR

IR

| StorageWorks _|
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| StorageWorks _|
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DEVICE CHANNEL | | DEVICE CHANNEL
PROCESSOR PROCESSOR

1 1 NETWORK

SERVER SERVER CLIENT

PROCESSOR PROCESSOR
NETWORK NETWORK NETWORK
INTERFACE INTERFACE INTERFACE

NETWORK INTERCONNECT

CX0-5272A-MC

5.1.2 SWXNA-Cx Description

Double the device support (to 144 devices) and online disk capacity to 619 GB by
connecting the SWXNA-Bx/Gx to an optional SWXNA-Cx expansion cabinet. The
SWXNA-Cx includes a second StorageWorks SW800 cabinet and four additional
redundant device channel processors. Redundant power and cooling are also
standard at the SWXNA-Cx cabinet level. Figure 5-2 shows a conceptual model
of the SWXNA-Bx/Gx StorageWorks Network Storage Array with the SWXNA-Cx
expansion option installed.
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Figure 5-2 SWXNA-Bx/Gx with SWXNA-Cx Diagram
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5.1.3 SWXNA-Ax/Fx Description

CX0-5273A-MC

Figure 5-3 shows a conceptual model of the SWXNA-AX/Fx StorageWorks
Network Storage Array. It is a fully-redundant, high-availability storage
solution offering full protection against any single component failure. These
network arrays are suited to medium-sized operations running “mission-
critical” applications. High network array availability is assured with fully
redundant server processors, two paths to the network interface, two paths
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to every storage device and standard redundant power and cooling. The full
range of StorageWorks redundant power and cooling features for devices are also
available.

The basic SWXNA-Ax/Fx StorageWorks Network Storage Array provides fully
redundant access to up to 36 redundant StorageWorks device connections.
Consult the Software Product Description, HS1CP Device Channel Processor
Operating Firmware Version 2.x, SPD 64.19.xx, for a complete list of supported
StorageWorks devices. Using the RZ29 disk drive, 154 GB of online, redundant
storage per network array is available. The model SWXNA-Ax/Fx StorageWorks
Network Storage Array and its attached storage devices are housed in a single
StorageWorks SW800 cabinet.

During normal operation, 1/0 performance is enhanced by balancing the 1/O load
across the redundant system components in a customer-definable manner. If a
component failure occurs, the redundant partner takes over, providing continued
service until the failed component can be repaired or replaced. All SWXNA
redundant StorageWorks Network Storage Array components can be hot swapped
or replaced without interrupting 1/O service.

Figure 5-3 SWXNA-Ax/Fx Diagram
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5.1.4 SWXNA-Ex/Jx Description

Figure 5-4 shows a conceptual model of the SWXNA-Ex/Jx StorageWorks
Network Storage Array. Suited to medium-sized operations where you need
distributed access and storage management benefits, these network arrays consist
of a single Alpha-based server processor and two device channel processors
(HS1CPs) capable of connecting the server processor to up to 36 redundant
StorageWorks devices. Consult the Software Product Description, HS1CP Device
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Channel Processor Operating Firmware Version 2.x, SPD 64.19.xx, for a complete
list of supported StorageWorks devices. Using the RZ29 disk drive, up to 154 GB
of redundant online storage per network array is available. The model SWXNA-
Ex/Jx StorageWorks Network Storage Array and its attached storage devices are
housed in a single StorageWorks SW800 cabinet.

Figure 5-4 SWXNA-Ex/JxDiagram
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5.1.5 SWXNA-DA/HA Description

The SWXNA-DA/HA option kit contains all the major components of an SWXNA-
Ex/Jx except for the StorageWorks SW800 cabinet. These options provide for
the conversion of an existing SW800 cabinet to a StorageWorks SWXNA-Ex/Jx
Network Storage Array, and are described in the SWXNA-DA/HA Installation
Guide.

5.1.6 SWXNA-xx Series Software and Firmware Components

The SWXNA-xx series server processor runs the OpenVMS Alpha operating
system. This means that, in addition to serving online storage to hosts, the
StorageWorks Network Storage Array can use a wide range of StorageWorks and
POLYCENTER™ storage management software to provide an optimally managed
storage environment.

StorageWorks Network Storage Arrays support block 1/0O services and, used with
TCP/IP services for OpenVMS Alpha software, support NFS (Network File
Server) services. A distributed, mixed environment that can include OpenVMS
clusters, CI clusters, UNIX® workstations, and PCs can be supported for any
system with NFS Version 2 client capabilities.
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As full members of a network, StorageWorks Network Storage Arrays merge
seamlessly into existing clusters and can evolve in parallel with or independent
of the operating system. The StorageWorks Network Storage Arrays can manage
storage services to as many as 95 other host computers or workstations in a
network system.

To further enhance both performance and data availability, host-based RAID or
the optional controller-based RAID can be added to the network array in addition
to the standard, nonvolatile write-back cache. Consult the Software Product
Description, HS1CP Device Channel Processor Optional Operating Firmware,
Version 2.x, SPD 64.20.xx, for further information.

5.2 Available Upgrades

The StorageWorks Network Storage Arrays have a number of applicable
upgrades: some are StorageWorks Network Storage Array specific, others
are applicable to the SW800 enclosure or StorageWorks shelves and support
the StorageWorks Network Storage Array upgrades. Each upgrade is briefly
described in the Table 5-1.

Table 5-1 StorageWorks Network Storage Array Upgrades

Upgrade Order Number  Description

StorageWorks Network Storage Array-Specific Upgrades

SWXNA-CA/CB StorageWorks Network Storage Array expansion cabinet for
attachment to SWXNA-Bx/Gx. Expands the number of device
buses to 8 and available device ports to 144. Available in 50
and 60 Hz options.

SWXNA-DA/HA Expands an existing SW800 cabinet to an SWXNA-Ex/JX,
providing nonredundant access to the installed StorageWorks
devices. Available in FDDI or CDDI options.

SWXUA-E1 Upgrades an HS111 to an SWXNA-EA/EB.

SWXUA-A1 Upgrades an HS121 to an SWXNA-AX; available in 50 and 60
Hx options.

SWXUA-B1 Upgrades an HS121 to an SWXNA-BX; available in 50 and 60
Hz options.

SWXUA-E2 Upgrades an HS211 to an SWXNA-EA/EB; available in 50 and
60 Hz options.

SWXUA-A2 Upgrades an HS221 to an SWXNA-Ax. Available in 50 and 60
Hz options.

SWXUA-B2 Upgrades an HS241 to an SWXNA-Bx. Available in 50 and 60
Hz options.

SWXUA-AA Upgrades an SWXNA-EA/JA to an SWXNA-AA/FA. Available
for both FDDI and CDDI.

SWXUA-AB Upgrades an SWXNA-EB/JB to an SWXNA-AB/FB. Available
for both FDDI and CDDI.

SWXUA-BA Upgrades an SWXNA-Ax/Fx to an SWXNA-Bx/Gx. Available in
50 and 60 Hz options for both FDDI and CDDI.

SWXUA-M1 StorageWorks Network Storage Array 64 MB server memory
expansion.

(continued on next page)
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Table 5-1 (Cont.) StorageWorks Network Storage Array Upgrades

Upgrade Order Number  Description

StorageWorks Network Storage Array-Specific Upgrades

SWXUA-M2 StorageWorks Network Storage Array 128 MB server memory
expansion.
SWXUA-PA StorageWorks Network Storage Array server processor

redundant power supply.

Supporting Upgrades

BA350-JA StorageWorks device shelf with mounting kit and power supply.
Provide mounting for up to seven StorageWorks devices.

BA35X-HA StorageWorks device shelf power supply.

SW8XP-AX Additional power controller for the SW800 cabinet.

5.2.1 StorageWorks Network Storage Array Specifications

Tables 5-2 and 5-3 provide the StorageWorks Network Storage Array
specifications.

Table 5-2 StorageWorks Network Storage Array Specifications

Models SWXNA-Ex/Jx Model SWXNA-AX/Fx
Storage Capacity
Maximum number of disks 36 redundant connections 36 redundant

connections

Maximum disk capacity using 154 GB 154 GB
RZ29 disks
Maximum number of tape See the StorageWorks Solutions Configuration Planning
drives Guide for configuration guidelines.
Maximum number of Solid See the StorageWorks Solutions Configuration Planning
State disk drives Guide for configuration guidelines.
Power Requirements
Voltage 100 to 240 V ac 100 to 240 V ac
Frequency 50/60 Hz 50/60 Hz
Device channel processor Standard Standard
battery backup
Redundant Power Optional Standard

(continued on next page)
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Table 5-2 (Cont.) StorageWorks Network Storage Array Specifications

Models SWXNA-Ex/Jx

Model SWXNA-AX/Fx

Environmental

Operating temperature

Nonoperating temperature

Relative humidity
Altitude

10Cto40C
-40Cto 66 C
10% to 80%

Sea level to 2400 m (8000 ft)

10Cto40C
-40 Cto 66 C
10% to 80%

Sea level to 2400 m
(8000 ft)

Physical Dimensions

Height
Width
Depth

Weight (without devices)

1700 mm (67 in)
800 mm (31 in)
875 mm (34.5 in)
310 kg (685 Ibs)

1700 mm (67 in)
800 mm (31 in)
875 mm (34.5 in)
355 kg (780 lbs)

Table 5-3 SWXNA-Bx/Gx/SWXNA—-Cx Specifications

Model SWXNA-Bx/Gx

Model SWXNA-Bx/Gx
with SWXNA-Cx
Installed

Storage Capacity

Maximum number of disks

Maximum disk capacity using

RZ29 disks

Maximum number of tapes

Maximum number of Solid

State disks

72 redundant connections

309 GB

144 redundant
connections

619 GB

See the StorageWorks Solutions Configuration Guide for

configuration guidelines.

See the StorageWorks Solutions Configuration Guide for

configuration guidelines.

1/0 Performance

Saturation performance:
single-block disk 1/0O request

rate

Saturation performance:
Maximum data transfer rate
(to/from network interconnect)

1/0 response time for typical

OpenVMS load
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4,300

11 MB/second

12 ms (cache disabled)

7 ms (read and write cache

enabled)

4,300

11 MB/second

12 ms (cache
disabled)

7 ms (read and write
cache enabled)
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Table 5-3 (Cont.) SWXNA-Bx/Gx/SWXNA-Cx Specifications

Model SWXNA—-Bx/Gx

Model SWXNA-Bx/Gx
with SWXNA-Cx
Installed

Power Requirements

Voltage 100 to 240 V ac 100 to 240 V ac
Frequency 50/60 Hz 50/60 Hz
Device channel processor Standard Standard
battery backup

Redundant Power Optional Standard
Environmental

Operating temperature 10Cto40C 10Cto40C
Nonoperating temperature -40 Cto 66 C -40 Cto 66 C

Relative humidity
Altitude

10% to 80%
Sea level to 2400 m (8000 ft)

10% to 80%

Sea level to 2400 m
(8000 ft)

Physical Dimensions

Height

Width

Depth

Weight (without devices)

1700 mm (67 in)
800 mm (31 in)
875 mm (34.5 in)
310 kg (685 Ibs)

1700 mm (67 in)
800 mm (31 in)
875 mm (34.5 in)
355 kg (780 Ibs)

5.3 Major Components

Figure 5-5 shows a StorageWorks Network Storage Array calling out each of the
major components and subcomponents. The major components are as follows:

= Server processor

= Device channel processor (HS1CP)

= StorageWorks storage devices

The subcomponents are explained in Section 5.3.1 through Section 5.3.2.
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Figure 5-5 StorageWorks Network Storage Array Major Components
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5.3.1 Server Processor

The StorageWorks Network Storage Array’s server processor combines Digital's
advanced Alpha technology with 128 MB RAM to provide the internal
performance required to handle the 1/O load of network systems.

Each server processor supports the full range of OpenVMS standard and optional
storage management utilities, providing a managed storage environment that the
OpenVMS system administrator will find familiar.
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In the model SWXNA-AX/Bx/Fx/Gx StorageWorks Network Storage Array, two
server processors share the 1/0 load under normal circumstances. When a failure
occurs, the operational server processor takes over the load of its failed partner
and continues to deliver data from all devices until repair is effected. Because
server processors are separately powered and cooled, a power supply or cooling
failure does not interrupt data access.

5.3.1.1 Shadowed System Disk

SCSI hard drives configured in a shadowset to provide redundancy are used as
the system disk for the server processors. The system disk contains the OpenVMS
Alpha operating system, the Software Customization Procedure (SCP), various
relevant documents, and required layered software components. Figure 5-6
shows the location of the shadowed system disk and the cabling to the PCI to SCI
adapters in the server processors.

5.3.1.2 CD-ROM Drive
The CD-ROM drive is used to mount the two CD—ROMSs and to access files
for various purposes. The StorageWorks Network Storage Array includes two
CD-ROMs, an operating system CD-ROM and a documentation CD—ROM.

The operating system CD-ROM is used for system rebuild operations if there is
no system disk backup, for updating the network array operating system to a new
version of the OpenVMS Alpha operating system, or for operations performed
directly from the CD—ROM such as backup. The documentation CD—ROM is used
to access documentation related to the OpenVMS Alpha operating system.

For more detailed information on the use of these two CD—-ROMSs, see Section 5.4.

Normal Operations 5-11



Figure 5-6 Shadowed System Disk
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5.3.1.3 3.5-Inch Floppy Drive

The 3.5-inch floppy drive is used to run the EISA Configuration Utility (ECU)
whenever configuration changes are made to the server processor’s DSSI bus,
such as during a hardware upgrade.

5.3.1.4 Operator Control Panel

The operator control panel (OCP) gives you another interface to the StorageWorks
Network Storage Array. It provides information about and allows you to control
the operation of the server processor.

Description of OCP Controls and Indicators
Figure 57 shows the OCP. Table 5-4 describes the controls and indicators on the

OCP.

Figure 5—7 StorageWorks Network Storage Array OCP
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Table 5-4 StorageWorks Network Storage Array OCP Controls and Indicators

Control or
Indicator Description
OCP Display This display provides server processor status information.

Power On switch

Power indicator

Halt switch

Halt indicator
Reset switch

Shelf Fail indicator

Server Fan Fail
indicator

Cabinet Fail
indicator

This switch applies power to and removes power from the server
processor.

This indicator shows that power is enabled to the server processor
when lighted.

This switch halts the server processor.

This indicator shows that the server processor has been halted.
This momentary switch resets the server processor.

This indicator is not used.

This indicator shows failure of fans 1 or 2 in the server processor
when lighted. See Server Fan Fail Indicator for more information.

This indicator is not used.
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Cycling Power with the OCP

During the installation procedure, you are directed to cycle (remove, then restore)
power to the server processor. Use the Power On switch on the OCP to perform
this step when directed to cycle the server processor.

Server Fan Fail Indicator

The Server Fan Fail indicator lights when either fan 1 or fan 2 fails. Periodically
check to make sure the Server Fan Fail indicator is not lighted.

Failure of fan 3 (the fan cooling the microprocessor) causes the server processor
to shut down. The indicator will not light in this instance. In the event of a fan 3
failure, the following message appears on the server processor terminal:

System Machine Check Through Vector 00000660
logout frame address 0x6048 code 0x223
Machine Check Code---> 0x223 Fan 1 Failure

Note

Fan 3 is the hardware designation for the fan which provides the primary
cooling air to the microprocessor. This fan is designated as fan 1 to the
server processor software. Because of this, the error message shown
indicates fan 1 failure.

In the event of a fan failure, call your service representative.

5.3.1.5 Read/Write Cache
Each device channel processor includes a 32 MB nonvolatile read/write cache that
reduces 1/0O request execution times. Firmware allocates the cache dynamically
based on actual 1/O activity. For optimal resource utilization, management
facilities allow you to enable or disable both read and write caching for each
storage unit attached to a device channel processor. In the event of a power
failure, on-board batteries keep write cache contents intact for up to 100 hours, so
no data is lost.

Note

The write-back cache module installed in your StorageWorks Network
Storage Array contains batteries that were completely charged at the
factory. It is normal for these batteries to discharge slightly in shipment.
The network array’s write-back cache and RAID features require fully-
charged batteries to maintain absolute data integrity. After installation,
these advanced features may not be available until the batteries have had
an opportunity to completely recharge. The charging process may take up
to 4 hours to complete.

5.3.1.6 RAIDset Configuration Support
The device channel processor provides for Digital's implementation of parity
RAID technology, which dynamically adjusts to the 1/0O workload, optimizing
1/0 performance in both high data-transfer rate and high transaction-rate
environments. Using distributed parity, the StorageWorks Network Storage
Array RAID option economically provides continued access to data in the event
of a disk failure. In the fully redundant model StorageWorks Network Storage
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Array, this increases data availability to a level comparable to that of shadowing
at significantly lower cost.

5.3.2 StorageWorks Storage Devices

Because StorageWorks Network Storage Array support a wide selection of
Digital’'s StorageWorks components, storage subsystems can be custom configured
to meet virtually any application need. For increased reliability, the SW800
cabinet that houses both StorageWorks Network Storage Array models supports
the full suite of StorageWorks redundant power and cooling features.

StorageWorks enclosure components and supported storage devices are all
available on a configure-to-order basis. Consult the Software Product Description
for the HS1CP device channel processor for an up-to-date list of supported
StorageWorks devices.

5.4 Using the CD—-ROM

The StorageWorks Network Storage Array ships with the current version of the
OpenVMS Alpha operating system installed on the system disk; consequently,
the operating system CD—ROM is not needed for installation or for day-to-day
operation. However, it is needed to perform upgrades of the system disk or to
restore or rebuild the system disk in the event of a system disk failure if no
backup is available. It is also useful in performing complete backups of the
network array’s system disk. A simple standalone-mode menu, executed from
the operating system CD-ROM, offers you a quick and easy way to perform the
appropriate task.

The operating system CD—ROM contains the following:
=« Files to install the OpenVMS Alpha operating system

= A bootable subset of the OpenVMS Alpha operating system that permits a
limited system boot directly from the CD-ROM

= The Software Customization Procedure (SCP)
= Applicable Software Product Descriptions (SPDs)

The documentation CD—ROM contains OpenVMS Alpha documentation in
Bookreader™, PostScript®, and ASCII text formats.

5.4.1 Handling the CD—ROM

Each CD-ROM is enclosed in an antistatic envelope. Be careful to handle the
disk only by the edges; fingerprints or smudges should be cleaned using a soft
cloth.

To insert the CD-ROM into the drive, press the button on the right side of the
drive. The CD tray should then extend out; it may require pulling to its fully
extended position. Place the CD—ROM in the tray with the printed side facing
up; no disc caddy is required. With the CD—ROM seated properly in the tray,
press the drive button again; the tray will retract back into the drive, and the
drive light will momentarily illuminate as the drive establishes the presence of
the disk.

To remove the CD—ROM, press the drive button again, and replace the CD—ROM
in its protective envelope.
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5.4.2 Accessing Documentation

The network array includes a documentation CD—ROM containing documentation
related to the OpenVMS Alpha operating system. Documents are available in the
following formats:

= Files with the filetype .PS are PostScript files that are printed on a PostScript
printer.

= Files with the filetype .TXT are ASCII text files that are printed or viewed on
a character cell terminal.

= Files with the filetype .DECW$BOOK are Bookreader files. You must have
DECwindows Motif® software installed to read these files with Bookreader.
For more information on Bookreader, refer to the DECwindows Motif for
OpenVMS Applications Guide.

Note

Prior to accessing documentation on the CD—ROM device, you must load
the documentation CD—ROM into the CD—ROM drive and mount it using
a command similar to the following:

$ MOUNT/CLUSTER $13$DKA500:DOCVMS062

Some frequently used documentation for OpenVMS Alpha software is

located on the StorageWorks Network Storage Array’s system disk in the
[DOCUMENTATION.VOxx] directory where xx represents the OpenVMS
operating system software version number. For example, for Version 6.2, the
directory is [DOCUMENTATION.V062]. Documentation on the operating system
CD-ROM is in directory [ALPHA062.DOCUMENTATION].

5.4.3 Device Channel Processor

The HS1CP device channel processor can provide nonredundant connections
between a server processor and up to 42 industry-standard SCSI-2 devices on
six independent fast (10 MB/second) SCSI-2 buses. The device channel processor
supports a wide range of StorageWorks magnetic, solid state, and optical disks,
tapes, and media loader devices.

To support the 1/0 demands on this much storage, each device channel processor
is capable of processing up to 1000 I/O requests per second. The device channel

processor firmware automatically balances stripeset 1/0 across member disks as

well as enabling the following features:

= Redundant access

= Read/Write caching

< RAIDset configuration support

Each of these features is described later in this section.

The device channel processor firmware resides on a PCMCIA card that ships with
the StorageWorks Network Storage Array. The PCMCIA card is located in the
slot located on the front of the device channel processor.
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5.5 Initializing the HS1CP

The following sections discuss the operating conditions surrounding initialization
of the HS1CP.

5.5.1 HSICP Initialization
The HS1CP controller initializes after any of the following conditions:
= Power is turned on.
= The firmware resets the HS1CP.
= The operator presses the green Reset button on the front panel of the HS1CP.
= The host clears the HS1CP.
= The program card is removed.

See Chapter 7 for a description of the initialization of both the controller and
its cache module. (The process is described in Chapter 7, because some of the
initialization diagnostics are available as a controller self-test function for the
operator.)

5.5.2 Dual-Redundant Configuration Initialization

The HS1CPs in a dual-redundant configuration run the same initialization
sequence that is described in Chapter 7, except that they exchange signals during
their individual initialization sequences. The first signal occurs after one HS1CP
starts initializing. The signal informs the other HS1CP that an initialization
has occurred. This way, the other HS1CP does not assume that the initializing
HS1CP has malfunctioned and does not attempt to disable it.

5.5.3 Subsystem Initialization

Full StorageWorks subsystem initialization takes place when the subsystem
is switched on for the first time. If a reset occurs due to one of the following
conditions, a subset of the initialization sequence is run:

= A partial or complete power failure

= Equipment failure

= An error condition

A complete StorageWorks subsystem initialization includes the following:

1. When the subsystem is turned on, all shelves in the subsystem are reset.
When reset, the entities in the shelves (including storage devices, HS1CPs,
and cache modules) run their individual initialization and self-test sequences.

2. During initialization, the HS1CP interrogates the entities with which it has
connections, including other HS1CPs in the subsystem.

3. When the initialization sequence in each of the entities is completed, the
HS1CP begins data transfer and other operations with the host.

5.6 HS1CP Front Panel

You should use the front panel of the HS1CP to reset the controller, quiesce the
SCSI-2 device buses attached to the HS1CP, and interpret error conditions that
result in LED error codes.
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5.7 Connecting a Maintenance Terminal

A maintenance terminal is an EIA-423 compatible terminal connected
directly to the maintenance port on the front of the HS1CP. You do not need

a maintenance terminal for normal HS1CP operations. However, you must
connect a maintenance terminal for initial controller configuration. Thereafter,
use either a maintenance terminal or a host (virtual) terminal to communicate
with the HS1CP.

Follow this procedure to connect a maintenance terminal:

1. Make sure the power switch on the back of the terminal is in the Off ()
position.

2. Connect one end of the terminal cable to the back of the terminal.

3. Connect the other end of the terminal cable to the maintenance port on the
front of the HS1CP.

4. Set your terminal’s communication setup to 9600 baud, 8 data bits, 1 stop
bit, and no parity. Refer to your terminal documentation for terminal setup
instructions.

5.8 Command Line Interpreter

The Command Line Interpreter (CLI) is the user interface to the controller. The
CLI allows you to set storage and controller configurations through commands.
The following sections explain how to use the CLI, and how it defines and
modifies configurations. A detailed description of CLI commands is provided in
Appendix E.

5.8.1 Accessing the CLI

You can access the CLI through a maintenance terminal (see Section 5.7) or
through a virtual terminal (see Section 5.10).

To access the CLI through a maintenance terminal, connect the terminal and
press the Return key. You must use a maintenance terminal to set the controller
initial configuration. This is because a new controller arrives with an invalid 1D,
and host ports initially off.

Thereafter, you can use a virtual (host) terminal to modify the configuration. The
method of establishing the virtual terminal connection varies depending on your
operating system and interface. The following command connects a host terminal
to the CLI:

Note

The following command requires the DIAGNOSE privilege. Also, the
controller SCS node name must be specified.

$ SET HOST/DUP/SERVER=MSCP$DUP/TASK=CLI/
LOG=CONFIGURATION.INFOSCS_nodename

where SCS_nodename is the node name of the controller. The qualifier
/LOG=CONFIGURATION.INFO creates a log file of your CLI session. Reviews
allow you to remember such information as how you configured your subsystem,
results from diagnostics, and so on.
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Note

Your CLI prompt may be factory set to reflect your controller model. This
manual uses the designation CLI> to identify the CLI prompt.

Appendix E provides details on how to change the prompt.

5.8.2 Exiting the CLI
When exiting the CLI, keep the following guidelines in mind:

If you are using a maintenance terminal, you cannot exit the CLI. Entering
the EXIT command restarts the CLI and redisplays the controller type and
any last fail error information,

If you are using the DUP connection, enter the following command to exit the
CLI and return to the host:

CLI> EXIT

5.8.3 Command Sets
The CLI consists of the following command sets:

Failover commands

Failover commands support dual-redundant HS1CP configurations.
HS1CP commands

— Set and show the basic HS1CP parameters.

— Set the HS1CP ID (CI or DSSI node number or SCSI target ID).
— Set the resident terminal characteristics.

— Restart the HS1CP.

— Run resident diagnostics and utilities (see Chapter 7).

Device commands

Device commands specify and show the location of physical SCSI-2 devices
attached to the HS1CP. Devices locations are specified using their SCSI PTL
designation.

Storageset commands

Storageset commands add, modify, rename, and show storagesets (stripesets,
mirrorsets, and RAIDsets). These commands also apply (to some extent) to
the spareset and failedset.

Logical unit commands

Logical unit commands add, modify, and show logical units built from devices
and storagesets.

Utility commands

The RUN command invokes various exercisers and utilities, such as DILX,
TILX, and CLONE.
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5.8.4 Initial Configuration (Nonredundant HS1CP)

After installing a nonredundant HS1CP, use the CLI to define its parameters in
the following order (from a maintenance terminal).

1.

Enter the following command to set a valid HS1CP ID:
CLI> SET THIS_CONTROLLER IDn

where n is the one-digit DSSI node number (0 through 7). Each HS1CP DSSI
node number must be unique among all devices on its DSSI interconnect.

Enter the following command to set the SCS node:
CLI> SET THIS_CONTROLLER SCS_NODENAMBakxx "

where xxxxxx is a one- to six-character alphanumeric name for this node. The
node name must be enclosed in quotes with an alphabetic character first.
Each SCS node name must be unique within its VMScluster.

Enter the following command to set the MSCP allocation class:
CLI> SET THIS_CONTROLLER MSCP_ALLOCATION_CLA®8=

where nn is 0 through 255.

Enter the following command to set the TMSCP allocation class:
CLI> SET THIS_CONTROLLER TMSCP_ALLOCATION_CLA®8=

where nn is 0 through 255.

Note

Always restart the HS1CP after setting the ID, SCS node name, or
allocation classes.

Restart the HS1CP either by pressing the green Reset button on the front
panel or by entering the following command:

CLI> RESTART THIS_CONTROLLER
Enter the following command to verify the preceding parameters were set:
CLI> SHOW THIS_CONTROLLER FULL

CAUTION

Unless a trilink connector is installed on the HS1CP, you must disconnect
power from all devices on a DSSI bus before making/breaking a host
connection on the front panel of the HS1CP.

Without the trilink connector installed, if you accidentally short pins
during aligning and inserting/removing a connector, you risk blowing the
fuses of all members on the DSSI bus. With the insulator installed on the
trilink connector, you can make or break a connection with power applied
on the host bus. However, Digital recommends using care at all times
when inserting or removing connectors, even if the trilink connector has
been installed.
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Note

Be aware that the trilink connector is the interface between the HS1CP
and host cable connections. In a power-on situation, you must work
around cable or terminator connections to the SCSI cables without
removing them.

Some cable and terminator connectors do not provide enough access to
the trilink screws for you to install the trilink (without first removing the
cable and/or terminator). In these cases, you must disconnect power from
all bus members and remove cables and terminators before installing the
trilink.

7. Connect the host port cable to the front of the HS1CP (see Chapter 8).
8. Enter the following command to enable the host port path:
CLI> SET THIS_CONTROLLER PATH

5.8.5 Initial Configuration (Dual-Redundant HS1CPs)

In a dual-redundant configuration, you can use one terminal to set both HS1CP
configurations. After installing both HS1CPs, use CLI commands to define
configuration parameters in the following order (from a maintenance terminal
connected to one HS1CP):

Note

Use Table 5-5 to identify the appropriate HS1CP device channel processor
with the appropriate prompt and SCSI ID.

Table 5-5 Standard HS241/HS280 HS1CP Device Channel Processor

Identification
scsl
BA350-M Shelf Slot 7 SCSI D Slot 6 ID
HS241 Front HS1CP1 1 HS1CP2 2
HS241 Rear HS1CP3 3 HS1CP4 4
HS280 Front HS1CP5 1 HS1CP6 2
HS280 Rear HS1CP7 3 HS1CP8 4

1. Enter the following command to set a valid HS1CP ID:
CLI> SET THIS_CONTROLLER IDn

where n is a one-digit DSSI node number (0 through 7). Each HS1CP DSSI
node number must be unique among all devices on its DSSI interconnect.

2. Enter the following command to set the SCS node:
CLI> SET THIS_CONTROLLER SCS_NODENAME:"

where nn is a one- to six-character alphanumeric name for this node. The
node name must be enclosed in quotes with an alphabetic character first.
Each SCS node name must be unique within its VMScluster.
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3. Enter the following command to set the MSCP allocation class:
CLI> SET THIS_CONTROLLER MSCP_ALLOCATION_CLA®8=

where nn is 1 through 255.
Digital recommends providing a unique allocation class value for every pair of
dual-redundant HS1CPs in the same cluster.
4. Enter the following command to set the TMSCP allocation class:
CLI> SET THIS_CONTROLLER TMSCP_ALLOCATION_CLA®8=

where nn is 1 through 255.

CAUTION

The SET FAILOVER command establishes controller-to-controller
communication and copies configuration information. Enter this command
on one controller only. COPY=configuration-source specifies where the
good configuration data is located. Never blindly specify SET FAILOVER.
Know where your good configuration information resides before entering
the command.

5. Enter the following command to copy parameters to the other controller (the
one not connected to):

CLI> SET FAILOVER COPY=THIS_CONTROLLER

Note

Always restart the HS1CPs after setting the 1D, SCS node name, or
allocation classes.

6. Restart both HS1CPs either by pressing the green reset buttons on the front
panel or by entering the following commands:

CLI> RESTART OTHER CONTROLLERI> RESTART THIS_CONTROLLER
7. Enter the following commands to verify the preceding parameters were set:

CLI> SHOW THIS_CONTROLLER FULL
CLI> SHOW OTHER_CONTROLLER FULL

CAUTION

Unless a trilink connector is installed on the HS1CP, you must disconnect
power from all devices on a DSSI bus before making or breaking a host
connection on the front of the HS1CP.

Without the trilink connector installed, if you accidentally short pins
during aligning and inserting or removing a connector, you risk blowing
the fuses of all members on the DSSI bus. With the insulator installed
on the trilink connector, you can make or break a connection with power
applied on the host bus. However, Digital recommends using care when
inserting or removing connectors at all times, even if the trilink connector
is installed.
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Note

Be aware that the trilink connector is the interface between the HS1CP
and two DSSI cable connections. It is the cable connector that you can
safely remove and replace when a trilink connector is installed. In a
power-on situation, you must work around any DSSI cable or terminator
connections to the trilink without removing them.

Some cable and terminator connectors do not provide enough access to the
trilink screws for you to remove the connector (without first removing the
cable and/or terminator). In these cases, you must disconnect power from
all bus members and remove cables and terminators before removing the

trilink.

8. Connect the host port cables to the front of the HS1CPs (see Chapter 8). You
can connect two dual-redundant HS1CPs to different DSSI buses.

9. Enter the following commands to enable the host port path:

CLI> SET THIS_CONTROLLER PATH
CLI> SET OTHER_CONTROLLER PATH
5.8.6 Configuring Storage Devices

To automatically configure devices on the HS1CP, use either the CONFIG or
CFMENU utility. These utilities are described in Chapter 7.

For manual configuration, the following steps add devices, storagesets, and logical
units. Use the CLI to complete these steps so that the host does not recognize the
storage device. (These steps can be run from a virtual terminal.)

1. Add the physical devices by using the following command:
CLI> ADD device-type device-name SCSl-location
For example:

CLI> ADD DISK DISK100 1 0 0
CLI> ADD TAPE TAPE510 51 0
CLI> ADD CD--ROM CD--ROM0O 6 0 0

where:

device-type is the type of device to be added. This can be DISK, TAPE,
LOADER, OPTICAL, or CD-ROM.

device-name is the name to refer to that device. The name is referenced when
creating units or storagesets.

SCSl-location is the PTL for the device. When entering the PTL, separate the
three numbers with spaces.

2. Add the storagesets for the devices. Storagesets include stripesets, mirrorsets,
and RAIDsets.

3. Enter the following command to initialize the containers (devices, storagesets,
or both) prior to adding logical units to the configuration.

CAUTION

The INITIALIZE command destroys all data on a container. See
Appendix E for specific information on this command.
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CLI> INITIALIZE  container-name
where container-name is a device or storageset that becomes a part of a unit.
When initializing a single-device container:

= If NOTRANSPORTABLE (the default) is specified when the device was
added, a small amount of disk space was made inaccessible to the host
and used for metadata. The metadata is now initialized.

< If TRANSPORTABLE was specified, any metadata on the device is
destroyed. (See Appendix E for more information on metadata and when
INITIALIZE is required.)

4. Add the units that use either the devices or the storagesets by entering the
following command:

CLI> ADD UNIT logical-unit-number container-name

where:

logical-unit-number is the unit number the host uses to access the device.
container-name identifies the device or the storageset.

5.9 Acceptance Test

After you install and configure your HS1CP, follow the guidelines in this section
to perform an acceptance test on your subsystem.

1. Turn your system on. This resets all shelves and starts the spin-up cycle on
devices within the shelves. This includes the initialization (diagnostics) on
the HS1CPs and device self-tests.

2. Run DILX using the default answers to the test questions (see Chapter 7).
This utility tests all disk devices in your subsystem.

3. Run TILX using the default answers to the test questions (see Chapter 7).
This utility tests all tape devices in your subsystem.

5.10 Virtual Terminal

After setting initial controller parameters through a maintenance terminal, you
can access the controllers from a virtual host terminal through a DUP connection.

Establishing a virtual terminal session under the OpenVMS VAX and OpenVMS
Alpha operating systems (SET HOST/DUP) requires the FYDRIVER. The
following error indicates that the FYDRIVER is not loaded:

%HSCPAD-F-DRVNOTLOAD, FYDRIVER not loaded
-SYSTEM-W-NOSUCHDEYV, no such device available

If you receive this message, load the FYDRIVER as follows:
= For OpenVMS VAX:

$ MCR SYSGEN

SYSGEN>LOAD SYS$LOADABLE_IMAGES:FYDRIVER
SYSGEN>CONNECT FYAO /NOADAPTER
gYSGEN>EXIT
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e For OpenVMS Alpha:

$ MCR SYSMAN

SYSMAN>IO CONNECT FYAO /NOADAPTER/DRIVER=SYS$FYDRIVER
SYSMAN>EXIT

$

Once FYDRIVER is loaded, you should make the virtual terminal connection as
follows:

$ SET HOST/DUP/SERVER=MSCP$DUP/TASK=CLI/LOG=CONFIGURATION.INFGCS_nodename

5.11 VAXcluster Console System

You can run VAXcluster Console System (VCS) with any HS1CP. If you are
unfamiliar with VCS, refer to the VCS Software Manual for instructions. You can
attach a VCS to the maintenance terminal port via a DECserver™ or terminal.

5.12 Operating Systems

The following sections describe particulars associated with host operating
systems, which can help in understanding and servicing the HS1CP controllers.

The primary operating system that supports the HS1CP controller is the
OpenVMS operating system.

Refer to your firmware release notes for restrictions and updates regarding
operating system support.

Although certain specifics regarding operating systems are covered here, see the
StorageWorks Array Controllers HS Family of Array Controllers User’'s Guide for
complete information on operating system support.

Other Conditions (OpenVMS)

The following conditions and recommendations also apply to controllers running
under the OpenVMS operating system:

= Storageset size

The OpenVMS VAX operating system maximum capacity restriction for file-
structured volumes, 16,777,216 blocks (about 8.5 GB), remains in effect for
operating system versions prior to Version 6.0.

e The CLUSTER_SIZE qualifier for large devices or storagesets

Digital recommends that the formula displayed by the OpenVMS

HELP DEVICE INIT/CLUSTER_SIZE command be used to determine the
proper OpenVMS file system cluster size. Using too small a file system
cluster size can prevent some of the device or storageset capacity from being
accessed; too large a cluster size usually wastes storage capacity by allocating
large blocks of storage for small files.

= Shadowset operation

In OpenVMS VAX operating system versions prior to Version 6.0, timed-out
1/0 requests to shadowset members can lead to member disks attached to
controllers being dropped from shadowsets. In some cases, this could lead to
host crashes.
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To avoid this possibility, Digital recommends changing the value of the
SYSGEN parameter SHADOW_MBR_TMO to at least 120 (seconds) for
systems running operating system versions earlier than Version 6.0. (Be
aware that your system may pause temporarily during the 120 second
interval.) Version 6.0 of the OpenVMS VAX operating system avoids this
problem by retrying timed-out operations to shadowset members several
times.

= PAPOLLINTERVAL and PANUMPOLL parameters

Digital recommends that the SYSGEN parameters PAPOLLINTERVAL and
PANUMPOLL be set such that all nodes in the cluster are polled within

30 seconds or less. Failure to set this value can result in MSCP command
timeouts. The default values are set to poll 16-node clusters every 5 seconds
and 32-node clusters every 10 seconds.

5.13 Failover

Failover occurs when one HS1CP fails in a dual-redundant configuration. To
support failover, the following information is shared between the two HS1CPs:

« Physical device PTL configurations
= Storageset names
= Logical unit definitions

Prior to failover, all resources are considered unbound to a particular HS1CP,
until a logical unit is brought online by the host through (one of) the HS1CPs. At
this point, all containers used by the logical unit become accessible solely through
the one HS1CP.

In a failover configuration, all commands are shared between the two HS1CPs
except the following:

SET THIS_CONTROLLER

SET OTHER_CONTROLLER

SHOW THIS_CONTROLLER

SHOW OTHER_CONTROLLER
RESTART THIS_CONTROLLER
RESTART OTHER_CONTROLLER
SHUTDOWN THIS_CONTROLLER
SHUTDOWN OTHER_CONTROLLER

In these cases, the command is directed to the correct HS1CP:

e THIS CONTROLLER refers to the HS1CP to which the terminal is
connected.

e OTHER_CONTROLLER refers to the other HS1CP in the dual-redundant
pair.
5.13.1 Setting Failover
To place two HS1CPs into failover configuration, enter the following command:
CLI> SET FAILOVER COPYeonfiguration-source
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where configuration-source is either THIS CONTROLLER or OTHER _
CONTROLLER, depending on where the “good” copy of device configuration
information resides.

CAUTION

Digital recommends that the HS1CPs be set for failover before any device
configuration commands are entered. Then, as devices, storagesets,

and units are added to one HS1CP’s configuration, they are added
automatically to the other HS1CP’s configuration.

Given two HS1CPs, it is possible to fully configure one HS1CP, and then
enter the SET FAILOVER command, but if the wrong configuration-
source has been specified, all device configuration information is lost
(overwritten). Never blindly specify SET FAILOVER. Know where your
good configuration information resides before entering the command. (A
considerable amount of work and effort could be lost easily by overwriting
good information.)

Note

Due to the amount of information that must be passed between the two
HS1CPs, the SET FAILOVER command could take up to 1 minute to
complete.

When setting dual-redundant HS1CPs for failover, make sure the target HS1CP
(the controller you are copying configuration to) has no cache errors or unwritten
cache data. Delete any remaining, configured units on the target HS1CP to
verify there are no cache errors before entering the SET FAILOVER command.
Deleting units from the target HS1CP does not create problems because, after
setting failover, you do not need to access those units anyway. (The target HS1CP
accesses only the copied units.)

5.13.2 Failing Over

A failed or unresponsive HS1CP in a dual-redundant configuration is disabled by
its companion HS1CP. The functioning HS1CP sends a signal to the other HS1CP
to induce failover. The functioning HS1CP assumes control of the storage devices
that were online to the disabled HS1CP. Maintenance now can take place on the
failed HS1CP.

Failover normally completes in 30 seconds or less (15 seconds or less for three-
port HS1CPs). If there is no outstanding drive 1/O activity at the time of HS1CP
failure, failover should require substantially less than 30 seconds. If drive 1/O

is in progress at the time of failure, the surviving HS1CP must reset any SCSI
buses with outstanding 1/0. These bus resets can require up to 5 seconds per port
to complete.

Whenever you need to revive an HS1CP that is disabled, you must enter the
following command from a terminal connected to the functioning HS1CP:

CLI> RESTART OTHER_CONTROLLER

Then initialize the controller by pressing the Reset button on the controller to be
revived.
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You can test failover by removing the program card from one of the HS1CPs. The
other HS1CP assumes service to the dormant HS1CP’s devices until you reinsert
the program card and reinitialize/restart the HS1CP.

5.13.3 Exiting Failover

You rarely should force a dual-redundant HS1CP pair out of the failover
configuration. However, the circumstances when you can do this safely are
described below.

5.13.3.1 Before Failover Occurs

If you have two normally operating dual-redundant HS1CPs set for failover, and
you want to remove one HS1CP for use somewhere else, you must shut down that
HS1CP (see Chapter 8). Shutting down one HS1CP forces failover to occur, which
preserves access to your entire configuration through the surviving HS1CP.

5.13.3.2 After Failover Occurs

After one HS1CP in your dual-redundant pair has failed or been shut down, the
surviving HS1CP services your entire configuration. To take the HS1CPs out of
the failover configuration, enter the following command:

CLI> SET NOFAILOVER

You must consider the following before entering the SET NOFAILOVER command
or removing one HS1CP:

= You do not need to SET NOFAILOVER unless you must make configuration
changes before you can replace the failed HS1CP.

= If the surviving HS1CP and its cache module are functioning normally, you
can SET NOFAILOVER without special preparation.

« If the surviving HS1CP is running with a low write-back cache battery (enter
SHOW THIS_CONTROLLER to check the battery), you must replace/recharge
the battery before entering SET NOFAILOVER and before removing the failed
HS1CP's cache module.

Entering SET NOFAILOVER removes the HS1CP from the failover configuration
(as well as the other HS1CP, if it is reachable) and causes the other HS1CP to
shutdown. You now can make the configuration changes under the surviving
HS1CP.

5.13.4 Failover Setup Mismatch

During failover mismatch, one HS1CP functions while the second HS1CP does
not recognize any devices. Although it is rare, a failover mismatch can occur
during the following scenarios:

« If the HS1CPs initialize at exactly the same time, one HS1CP can be set for
failover while the other is not.

= |If one HS1CP is running (operating normally) when the second HS1CP is
initialized, mismatch can occur. For example, this can happen after one
HS1CP has undergone maintenance.

To correct a failover mismatch, stop all processes on the devices for both HS1CPs.
Then enter the following commands to determine which HS1CP has the desired,
good configuration information:
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CLI> SHOW UNITS
CLI> SHOW STORAGESETS
CLI> SHOW DEVICES

After deciding on one of the two configurations, use the SET FAILOVER command
to copy the good information from one HS1CP to the other.

5.13.5 Preferred Path

Use the HS1CP preferred path command (SET unit PREFERRED_PATH) to
balance units between HS1CPs for better performance in a dual-redundant
configuration. Using preferred paths maintains unit-to-HS1CP assignments when
dual-redundant pairs are restored from the failover condition.

Once established, preferred paths are activated automatically, and remain stored
in HS1CP NVMEM.

5.14 Moving Devices Between HS1CPs

Moving devices from one HS1CP to another is supported under the following
conditions:

Nontransportable devices

Under normal operation, the HS1CP makes a small portion of a disk
inaccessible to the host and uses this area to store metadata. Metadata
improves error detection and media defect management. Devices utilizing
metadata are called nontransportable. Initializing a device that is set as
nontransportable places or resets metadata on the device.

When bringing other HS1CP (nontransportable) devices to an HS1CP
subsystem, add the device to your configuration using the ADD command. Do
not initialize the device or you will reset/destroy forced error information on
the device.

When adding devices, the HS1CP firmware verifies that metadata is present.
If in doubt, try to add the device so that the HS1CP checks for metadata. If
an error occurs stating that there is no metadata, initialize the device before
adding it.

A nontransportable device is interchangeable with an HSC™ K.scsil module
or another HS controller subsystem. Nontransportable devices are MSCP
compliant and support forced error.

Transportable devices

A transportable feature is provided for transfer of devices between non-
HS1CP controller systems and HS1CP controller arrays. Transportable
devices do not have metadata on them, and initializing a device after setting
it as transportable destroys metadata (if any) on the device.

Before moving devices from an HS1CP subsystem to a non-HS controller
system, delete the unit associated with the device and set the device as
transportable. Then, initialize the device to remove any metadata.

1

For purposes of setting transportable/nontransportable devices, the HSC K.scsi
controllers are compatible with HS1CPs. However, the geometry of disk devices under
these two subsystems is slightly different. To correct the geometry, always use the
OpenVMS ANALYZE/DISK/REPAIR command on a disk after transfer between these
two subsystems.
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When bringing non-HS1CP devices to an HS1CP subsystem, initialize the
device after setting it transportable, then copy the data on the device to
another, nontransportable, unit. Then, reinitialize the device after setting
it nontransportable (thereby putting metadata on the device). You must
initialize these devices because they can contain intact metadata blocks,
which can “fool” the controller into attempting to run with the device.

CAUTION

Do not keep any device set as transportable on an HS1CP controller
subsystem. Doing so sacrifices forced error support on all units attached
to the device. This is mandatory for HBVS and improving data integrity
on the entire array.

A transportable device is interchangeable with any SCSI interface that does
not utilize the device metadata (for example, a VAX workstation, an SZ200, or
a PC). Transportable devices are not MSCP compliant, cannot have write-back
caching enabled, cannot be members of a shadowset or storageset, and do not
support forced error. An HS1CP error (see Chapter 6) occurs if the operating
system attempts to write forced error information to a transportable device.

Transportable/nontransportable device support is summarized in Table 5-6.

Table 5-6 Transportable and Nontransportable Devices

VAX or Alpha
Media Format Workstation HSC K.scsi HSDO05 HS1CP
Transportable Yes No Yes Yes
Nontransportable No Yes No Yes

5.15 Moving Devices Under the Same HS1CP
CAUTION

Do not use a controller failure situation as an opportunity to move devices
or otherwise reconfigure your subsystem. Doing so prevents the controller
from communicating with its units once the fault is corrected.

You can physically relocate some or all of a storageset’s member devices according
to the following procedure. (This procedure also applies to reduced RAIDsets, but
you must remember to add the RAIDset as REDUCED when you recreate it.)

CAUTION

Label any devices before you remove them. If you lose track of the
storageset members at any point during this procedure, you must attempt
to restore the storageset by guessing where its members are installed.
There is currently no way to retrace your steps using the controller or
HS1CP operating firmware.

1. Make note of all devices comprising the storageset. Digital recommends
marking them after using the LOCATE command to find all storageset
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members. Note the order of the devices in the storageset—which disk is the
first member, which disk is the second member, and so on.

Delete the unit associated with the storageset.

Delete the storageset.

Delete the devices to be moved.

Move the devices to the new port/target/LUN (PTL) locations.

Add the devices using the new PTL location.

N o o b~ w Db

Recreate the storageset, making sure to add the members in their original
order. Make sure you create it from the exact, original set of devices.

CAUTION

Do not initialize the storageset. Doing so destroys its data.

8. Recreate the unit.

The following example shows the unit “D100” made of stripeset “STRIPEOQ.”
“STRIPEOQO” has member disks at PTLs 200 and 210. The member at PTL 210 can
be relocated to PTL 300 as follows:

CLI> DELETE D100
CLI> DELETE STRIPEO
CLI> DELETE DISK210

(Move the disk to PTL 300.)

CLI> ADD DISK DISK300 3 0 0
CLI> ADD STRIPESET STRIPEO DISK200 DISK300
CLI> ADD UNIT D100 STRIPEO

5.16 Command Disks

A special storage configuration is available for communication with generic SCSI
devices. The concept centers around a virtual unit, called a command disk, that
allows an MSCP-based host to control any physical SCSI device.

This feature uses the MSCP read and write operations as a transport for SCSI
commands. The command disk appears to the host as another disk behind the
controller. However, the command disk resides entirely in approximately 10

KB of controller memory. The command disk exchanges SCSI commands, SCSI
status, and data with the SCSI device. The setup is necessary in order for MSCP
to transfer the SCSI information required when performing anything more than
simple device reading or writing.

5.16.1 Uses for Command Disks

Although a command disk allows you to perform a number of operations,
including downloading of microcode into a SCSI device's processor memory,
the example presented in this manual is that of a tape library.

A tape library contains a standard tape drive (or drives) plus a robotic mechanism
for selecting and loading cartridges from a pool of tapes. (Such mechanisms are
also known as “jukebox” style loaders, or medium changers.) The loader is a
good application for a command disk because SCSI commands are needed to
control the robotic movement within the device.
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In some tape library devices, the actual drive has one logical unit number (LUN),

and
5.16.2 Creating
You

5.16.2.1 Controller

the loader has a different LUN.

a Command Disk
must configure a command disk at the controller and the host level.

Setup

The following process explains what you must do at the controller level to create
a command disk for a loader. Note that you can assign only one SCSI device to
each command disk.

1.
2
3.
4

5.

Add the tape device serviced by the loader robot.
Add the tape device as a unit visible to the host.
Add the loader mechanism using its PTL location.

Add a passthrough container, the bridge between the physical loader and
the virtual unit.

Add the passthrough container as virtual unit visible to the host.

The following example shows the CLI commands necessary to add a tape library
device to your configuration using a command disk. Note that the PTL addresses
for devices in your storage subsystem are different.

CLI>
CLI>
CLI>
CLI>
CLI>

ADD TAPE320 32 0@

ADD UNIT T322 TAPE320 @

ADD LOADER LDR321 3 2 1@

ADD PASSTHROUGH PASS1 LDR3@
ADD UNIT D332 LDR321 @

The commands in the example do the following:

5.16.2.2 Host Setu

Adds the tape drive at PTL 3 2 0 to the list of known tape drives with the
name TAPES20.

Creates a host-visible unit called T322 that consists of TAPE320.

Adds the tape loader at PTL 3 2 1 to the list of known loaders with the name
LDR321. Note that for this tape library device, both the drive from step 1 and
the loader have the same Port and Target number; only the LUN is different.

Creates a passthrough container (command disk) associated with LDR321 to
allow the host direct access to the loader. The passthrough container is called
PASS1.

Creates a host-visible unit called D332 that consists of passthrough PASS1.

The host operating system uses disk unit 332 to exercise loader functions, and
tape unit 332 for backups, and so forth.

p

To communicate with a loader through a command disk, you must have the
following available at the host level:

You must install the OpenVMS operating system JU driver. When you install
JU driver, you must assign a JU device to the correct unit number (the unit
number established through the CLI when you created the command disk):
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Beginning installation of JUDRIVER V1.4 at 15:54

For each command disk on your system, enter the DU device
designation. Enter Ctrl/Z when there are no more command disks.

* Enter the first DU device designation: $6$DUA622 o
* Enter the next DU device or Ctrl/Z if done: Exit
%JUDRIVER-I-DEFINE, defining device JUAO [
%JUDRIVER-I-LINK, Linking JUDRIVER ...

%JUDRIVER-I-LINK, Linking JUDRIVER_INIT ....

@ In this case, the loader mechanism resides under unit number D622.
@ The command disk is linked to JU device “JUAQ.”

= You must have special host-level application software? for controlling the
particular loader. The application software can vary and is not provided
with the HS1CP or firmware. The application software uses the JU driver to
manage the command disk protocol, controlling the loader in conjunction with
the drives served by it.

Note

If the virtual unit in your configuration is not linked to a JU device, you
receive the following message when you use your application software to
output SCSI commands for the loader:

%SYSTEM-W-NOSUCHDEV, no such device available

5.16.3 Communicating with a Command Disk

The OpenVMS host's DU driver recognizes command disks as normal disk
devices. However, because the true purpose of command disks is to provide a
conduit for passing raw SCSI command descriptor blocks (CDBs) through to the
underlying loader, communication operates as follows:

1. The host application that is the source of the SCSI commands issues CDBs to
the JU driver similar to when communicating with a native SCSI device.

2. The JU driver packages these SCSI commands using the command disk
protocol, and queues them through the DU driver to the controller.

3. Controller firmware processes and issues the commands to the loader’'s SCSI
bus, completing the illusion that the host is directly attached to the loader’s
bus.

2 Your application software and JU driver probably are packaged together.
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5.16.4 Performance

Command disks are most useful for loaders and other low-speed or infrequent
uses, and are not optimized for speed. Implementing significant drive data
movement through a command disk is not recommended because multiple
MSCP operations are necessary for each SCSI command. Large data movement
through command disks requires partitioning into smaller transfers because it is
undesirable to allocate large buffers for the amount of time typically required by
command disk applications.

5.16.5 Maintenance

Because command disks are essentially conduits for host commands, there is no
controller-based diagnostic, test, or error notification capability for a command
disk. However, the host application should be able to test the integrity of the
command path with its own echo testing, if necessary.

5.17 Server Processor Configuration and Setup

This section provides configuration and setup information for the server processor
components.

Note

If you have an Alpha Server 1000A, please refer to the Alpha Server
1000A Service Guide for configuration and setup information specific to
the Alpha Server 1000A.

5.17.1 System Firmware

The console firmware provides the data structures and callbacks available to
booted programs defined in both the SRM and and ARC standards.

SRM Command Line Interface

Systems running OpenVMS access the system using the Command Line Interface
(CLI). The CLI is a UNIX® style shell that provides a set of commands and
operators, as well as a scripting facility. The CLI allows you to configure and test
the system, examine and alter system state, and boot the operating system. (See
Appendix E for more specific CLI information).

The SRM console prompt is >>>.

Several system management tasks can be performed only from the SRM console
CLI:

= All console test and reporting commands are run from the SRM console.

= Certain environment variables are changed using the SRM SET command.
For example:

er*0_protocols
ew*0_mode
ew*0_protocols
ocp_text
pk*0_fast
pk*0_host _id

To run the ECU, you must enter the ECU command. This command boots the
ARC firmware and the ECU software.
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ARC Menu Interface

= You must run the ECU whenever you add, remove, or move an EISA option in
your system. The ECU is run from diskette. Two diskettes are shipped with
your system.

5.17.2 Switching Between Interfaces

For a few procedures it is necessary to switch from one console interface to the
other.

e The TEST command is run from the SRM interface.
e The ECU and the RCU are run from the ARC interface.

Switching from SRM to ARC
Two SRM console commands are used to switch to the ARC console:

e The ARC command loads the ARC firmware and switches to the ARC menu
interface.

« The ECU command loads the ARC firmware and then boots the ECU diskette.

Switching from ARC to SRM
Switch from the ARC console to the SRM console as follows:

1. From the Boot menu, select the “Supplementary menu.”
From the Supplementary menu, select “Set up the system.”
From the Setup menu, select “Switch to OpenVMS console.”

Select your operating system, then press Enter on Setup menu.

A S A

When the “Power-cycle the system to implement the change” message is
displayed, press the Reset button. Once the console firmware is loaded and
the system is initialized, the SRM console prompt >>> is displayed.

5.17.3 Verifying Configuration: SRM Console Commands for OpenVMS

Use the following SRM console commands to verify system configuration on
OpenVMS systems:

= SHOW CONFIG—Displays the buses on the system and the devices found on
those buses.

= SHOW DEVICE—Displays the devices and HS1CPs in the system.
= SHOW MEM—Displays main memory configuration.
e SET and SHOW—Sets and displays environment variable settings.

These commands are described in the following sections.

5.17.3.1 The SHOW CONFIG Command

The SHOW CONFIG command displays all devices found on the system bus, and
EISA bus. You can use the information in the display to identify target devices
for commands such as BOOT and TEST, as well as to verify that the system sees
all the devices that are installed.

The configuration display includes the following:
= Firmware:

The version numbers for the firmware code, PALcode, SROM chip, and
CPU are displayed.
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* Memory:
The memory size and configuration for each bank of memory is displayed.
= EISA Bus:

Slot numbers correspond to EISA card slots (1-8). For storage HS1CPs,
the devices off the HS1CP also are displayed.

For more information on device names, refer to Figure 5-8.
Synopsis:

show config

Example:

>>> SHOW CONFIG

Firmware

SRM Console: V1.1-1
ARC Console: 35-14

PALcode: VMS PALcode X5.55, OSF PALcode X1.35-53
Serial Rom: 11

Processor

DECchip (tm) 21064-2

MEMORY

128 Meg of System Memory
Bank 0 = 64 Mbytes(16 MB Per Simm) Starting at 0x00000000

Bank 1 = 64 Mbytes(16 MB Per Simm) Starting at 0x01000000
Bank 2 = No Memory Detected
Bank 3 = No Memory Detected

PCI Bus

Bus 00 Slot 06: NCR 810 SCSI Controller
Bus 00 Slot 07: Intel 8275EB PCI to EISA Bridge
Bus 00 Slot 11: Digital DE435 Network Controller

EISA Bus
Slot 2 DEC4220 era0.0.0.2.1 08-00-2B-BC-93-7A
>>>
5.17.3.2 The SHOW DEVICE Command

The SHOW DEVICE command displays the devices and controllers in the system.
The device name convention is shown in Figure 5-8.
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Synopsis:

Figure 5-8 Device Name Convention

dka0.0.0.0.0

Hose Number: 0 PCI_0 (32-bit PCI); 1 EISA; 2 PCI_1

Slot Number: For EISA options---Correspond to EISA card cage slot numbers (1--*)
For PCI options---Slot 0 = Ethernet adapter (EWADO) or
reserved on AlphaServer 2000 systems.
Slot 1 = SCSI controller on standard 1/0 or I/O backplane
Slot 2 = EISA to PCI bridge chip
Slots 3--5 = Reserved
Slots 6--8 = Correspond to PCI card cage slots: PCIO, PCI1, and PCI2

— Channel Number: Used for multi-channel devices.

— Bus Node Number: Bus Node ID

— Device Unit Number: Unique device unit number
SCSI unit numbers are forced to 100 x Node ID

Adapter ID: One-letter adapter designator (A,B,C...)

Driver ID: Two-letter port or class driver designator:
DR--RAID-set device
DV--Floppy drive
ER--Ethernet port (LANCE chip, DEC 4220)
EW--Ethernet port (TULIP chip, DECchip 21040)
PK--SCSI port, DK--SCSI disk, MK--SCSI tape

PU--DSSI port, DU--DSSI disk, MU--DSSI tape
MAO00369

show device [device_name]
Argument:

[device_name]  The device name or device abbreviation. When abbreviations or
wildcards are used, all devices that match the type are displayed.

Example:
>>> SHOW DEVICE

o o
dka400.4.0.6.0 DKA400 RRD43 2893
dva0.0.0.0.1 DVAO
era0.0.0.2.1 ERAQ 08-00-2B-BC-93-7A
pka0.7.0.6.0 PKAO SCSI Bus ID 7

>>>)

@ Console device name

@® Node name (alphanumeric, up to 6 characters)
@® Device type

@® Firmware version (if known)

5.17.3.3 The SHOW MEMORY Command

The SHOW MEMORY command displays information for each bank of memory in
the system.

Synopsis:
show memory
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Example:

>>> SHOW MEMORY
128 Meg of System Memory
Bank 0 = 64 Mbytes(16 MB Per Simm) Starting at 0x00000000

Bank 1 = 64 Mbytes(16 MB Per Simm) Starting at 0x01000000
Bank 2 = No Memory Detected
Bank 3 = No Memory Detected

>>>

5.17.3.4 Setting and Showing Environment Variables

The environment variables described in Table 5-7 typically are set when you are
configuring a system.

Synopsis:

set [-default] [-integer] -[string] envar value

Note

Whenever you use the SET command to reset an environment variable,
you must initialize the system to put the new setting into effect. You
initialize the system by entering the INIT command or pressing the Reset

button.
show envar
Arguments:
envar The name of the environment variable to be modified.
value The value that is assigned to the environment variable. This can be an
ASCII string.
Options:
-default Restores variable to its default value.
-integer Creates variable as an integer.
-string Creates variable as a string (default).
Examples:
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>>> SET BOOTDEF_DEV EZAQ
>>> SHOW BOOTDEF_DEV

ezal

>>> SHOW AUTO_ACTION

boot

>>> SET BOOT_OSFLAGS 0,1

>>>

Table 5—-7 Environment Variables Set During System Configuration

Variable

Attributes

Function

auto_action

bootdef dev

boot _file

boot_osflags

console

NV,W

NV

NV,W

NV,W

NV

The action the console should take following an error
halt or power failure. Defined values are:

BOOT —Attempt bootstrap.

HALT—Halt, enter console 1/0 mode.
RESTART—Attempt restart. If restart fails, try
boot.

No other values are accepted. Other values result in
an error message, and the variable remains unchanged.

The device or device list from which booting is to be
attempted, when no path is specified on the command
line. Set at factory to disk with Factory Installed
Software; otherwise NULL.

The default file name used for the primary bootstrap
when no file name is specified by the BOOT command.
The default value when the system is shipped is NULL.

Default additional parameters to be passed to system
software during booting if none are specified by the
BOOT command.

On the OpenVMS Alpha operating system, these
additional parameters are the root number and boot
flags. The default value when the system is shipped is
NULL.

Common settings are a, autoboot; and Da, autoboot
and create full dumps if the system crashes.

Sets the device on which power-up output is displayed.

GRAPHICS—Sets the power-up output to be
displayed at a graphics terminal or device
connected to the VGA module at the rear of the
system.

SERIAL—Sets the power-up output to be displayed
on the device connected to the COM1 port at the
rear of the system.

Key to variable attributes:

NV—-Nonvolatile. The last value saved by system software or set by console commands is
preserved across system initializations, cold bootstraps, and long power outages.
W—-Warm nonvolatile. The last value set by system software is preserved across warm bootstraps

and restarts.

(continued on next page)
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Table 5-7 (Cont.) Environment Variables Set During System Configuration

Variable Attributes

Function

ew*0_mode NV

er*0_protocols, NV
ew*0_protocols

os_type NV

pk*0_fast NV

Sets the Ethernet controller to the default Ethernet
device type.

“aui”"—Sets the default Ethernet device to AUI.

“twisted"—Sets the default Ethernet device to
10BASE-T (twisted-pair).

“auto”—Reads the device connected to the Ethernet
port and sets the default to the appropriate
Ethernet device type. (This option is not
implemented at product introduction.)

Determines which network protocols are enabled for
booting and other functions.

“mop”"—Sets the network protocol to mop: the
setting typically used for systems using the
OpenVMS operating system.

“bootp”—Sets the network protocol to bootp.
“bootp,mop”—When the settings are used in a list,

the mop protocol is attempted first, followed by
bootp.

Sets the default operating system.

“vms” or “osf’—Sets system to boot the SRM
firmware.

“nt"—Sets system to boot the ARC firmware.

Enables Fast SCSI devices on a SCSI controller to
perform in standard or fast mode.

0—Sets the default speed for devices on the
controller to standard SCSI.

If a controller has been set to standard SCSI mode,
both standard and Fast SCSI devices perform in
the standard mode.

1—Sets the default speed for devices on the
controller to Fast SCSI mode.

Devices on a controller that connect to both
standard and Fast SCSI devices automatically
perform at the appropriate rate for the device,
either fast or standard mode.

Key to variable attributes:

NV—-Nonvolatile. The last value saved by system software or set by console commands is
preserved across system initializations, cold bootstraps, and long power outages.
W—-Warm nonvolatile. The last value set by system software is preserved across warm bootstraps

and restarts.
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Table 5-7 (Cont.) Environment Variables Set During System Configuration

Variable Attributes  Function
pk*0_host_id NV Sets the controller host bus node ID to a value between
0and 7.

0 to 7—Assigns bus node ID for specified host
adapter.

Key to variable attributes:

NV—-Nonvolatile. The last value saved by system software or set by console commands is
preserved across system initializations, cold bootstraps, and long power outages.

W—-Warm nonvolatile. The last value set by system software is preserved across warm bootstraps
and restarts.

Note

Whenever you use the SET command to reset an environment variable,
you must initialize the system to put the new setting into effect. Initialize
the system by entering the INIT command or pressing the Reset button.

5.18 System Bus Options

The system bus interconnects the CPU and memory modules. Figure 5-9 shows
the card slots and bus locations.

Note

If the top EISA connector is used (slot 8), the bottom PCI slot (slot 11)
cannot be used. If the bottom PCI slot is used, the top EISA slot cannot
be used.
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Figure 5-9 Card Slots and Bus Locations on the Motherboard
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5.18.1 CPU Daughterboard

Network array systems use a CPU daughterboard. The daughterboard provides
the following:

e The DECchip 21064 processor
e 2 MB of backup cache

e APECS chipset, which provides logic for external access to the cache for main
memory control

= SROM code (SROM tests are controlled by jumper J6 on the CPU
daughterboard)

5.18.2 Memory Modules

Network array systems can support from 16 MB to 512 MB of memory. Memory
options consist of five single in-line memory modules (SIMMSs) and are available
in the following variations:

= 64 MB (consisting of five 16 MB SIMMSs)
= 128 MB (consisting of five 32 MB SIMMS)

The motherboard has 20 SIMM connectors. The SIMM connectors are grouped in
four memory banks (0, 1, 2, and 3) and one bank for ECC (Error Correction Code)
memory (Figure 5-9).

Memory Configuration Rules
Observe the following rules when configuring memory on network array systems:

e Bank 0 must contain a memory option (5 SIMMs-0, 1, 2, 3, and 1 ECC
SIMM).

= A memory option consists of five SIMMs (0, 1, 2, 3 and 1 ECC SIMM for the
bank).

= All SIMMs within a bank must be of the same capacity.

e OpenVMS requires 32 MB of memory as a minimum with 64 MB of memory
recommended.
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5.19 Motherboard
The motherboard provides a standard set of 1/O functions:
= A Fast SCSI-2 controller chip that supports up to seven drives
= The firmware console subsystem on 1 MB of Flash ROM
« A floppy drive controller
= Two serial ports with full modem control and the parallel port
= The keyboard and mouse interface
= CIRRUS VGA controller
= The speaker interface
= Time-of-year (TOY) clock
< Connectors:
1. EISA bus connectors (Slots 1-8)
2. PCI bus connectors (Slots 11, 12, and 13)
No PCI cards are used in the network array.
Memory module connectors (20 SIMM connectors)

4. CPU daughterboard connector

5.20 PCI Bus Options

PCI (Peripheral Component Interconnect) is an industry standard expansion
1/0 bus that is the preferred bus for high-performance 1/0 options. The server
processor provides three slots for 32-bit PCI options.

PCI offers bus mastering and DMA capabilities. Up to three PCI cards can
reside in the PCI portion of the motherboard. PCI slots can be filled in any order.
Figure 5-9 shows the location of PCI slots on the motherboard. To access the
slots, you must remove the rear top cover of the server processor enclosure. Be
sure to replace the cover before attempting to start the server processor again.

CAUTION

Do not remove the server processor’s front cover when it is running. If
you remove the top cover without first properly turning off the system,
the system shuts down, with potential loss of data.

For information about installing a specific option, refer to the documentation for
that specific option.

WARNING

Before installing PCI bus options, turn off all power to the server
processor.
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5.21 EISA Bus Options

The EISA bus (Extended Industry Standard Architecture) is a 32-bit industry
standard 1/O bus. EISA is a superset of the well-established ISA bus. EISA was
designed to accept newer 32-bit components while remaining compatible with
older 8-bit and 16-bit cards.

EISA offers performance of up to 33 MB/sec for bus masters and DMA devices.
Up to eight EISA modules can reside in the EISA bus portion of the card cage.
All slots are bus master slots. EISA slots can be filled in any order.

WARNING

For protection against fire, only modules with current-limited outputs
should be used.

5.22 EISA Configuration Utility

Whenever you add, remove, or move an EISA board in the system, you must
run a utility called the EISA Configuration Utility (ECU). Each EISA board has
a corresponding configuration (CFG) file, which describes the characteristics
and the system resources required for that option. The ECU uses the CFG file
to create a conflict-free configuration. The ECU is a menu-based utility that
provides online help to guide you through the configuration process. The ECU is
run from the ARC menu interface.

The ECU is supplied on the two System Configuration Diskettes shipped with
the system. Make a backup copy of the system configuration diskette and keep
the original in a safe place. Use the backup copy when you are configuring
the system. The system configuration diskette must have the volume label
“SYSTEMCFG.”

Note

The CFG files supplied with the option you want to install may not work
on this system if the particular option is not supported. Before you install
an option, check to insure that the system supports the option.

5.22.1 Before You Run the ECU
Before running the ECU, do the following:
1. Install EISA options.

For information about installing a specific option, refer to the documentation
for that option.

2. Familiarize yourself with the utility.

You can find more information about the ECU by reading the ECU online
help. To read the online help, start the ECU (refer to Section 5.22.2). Online
help for the ECU is located under Step 1, “Important EISA Configuration
Information.”

3. Familiarize yourself with the configuration procedure for the system (see
Table 5-8).
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4.

Locate the ECU diskette for your operating system. The ECU diskette is
shipped in the accessories box with the system. Do not use the original
diskette. Use the backup copy for configuring options.

5.22.2 How to Start the ECU
Complete the following steps to run the ECU:

1.

Invoke the console firmware.

= Shut down the operating system and press the Halt button or power up
with the Halt button set to the “in” position. The console prompt >>> is
displayed.

« Set the Halt button to the “out” position.
Start the ECU as follows:

Note

Make sure the ECU diskette is not write-protected.

« Insert the ECU diskette for OpenVMS into the diskette drive.

e Enter the ECU command.

The console displays “Loading ARC firmware.” Loading the ARC firmware
takes approximately 2 minutes. When the firmware is loaded, the ECU
program is booted.

Complete the ECU procedure according to the guidelines provided in the
following sections.

After you have saved configuration information and exited from the ECU,
remove the ECU diskette from the diskette drive.

Return to the SRM console firmware as follows:
a. From the Boot menu, select “"Supplementary menu.”

b. From the Supplementary menu, select “Set up the system.” The Setup
menu is displayed.

c. From the Setup menu, select “Switch to OpenVMS console.”

d. Select your operating system console, then press ENTER on the “Setup
menu.”

e. When the “Power-cycle the system to implement the change” message is
displayed, press the Reset button. Once the console firmware is loaded
and device drivers are initialized, you can boot the operating system.

Verify that the new options are configured correctly.
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5.22.3 Configuring EISA Options

EISA boards are recognized and configured automatically. Review Section 5.22.1
then run the ECU as described in Section 5.22.2.

Note

It is not necessary to run Step 2 of the ECU, “Add or remove boards.”
(EISA boards are recognized and configured automatically.)

Table 5-8 Summary of Procedure for Configuring an EISA Bus Option

Step Explanation
Install EISA option. Use the instructions provided with the EISA option.
Power up and run ECU. If the ECU locates the required CFG configuration files,

it displays the main menu. The CFG file for the option
resides either on a configuration diskette that is packaged
with the option or on the system configuration diskette.

Note: It is not necessary to run Step 2 of the ECU, “Add or
remove boards.” EISA boards are recognized and configured
automatically.

View or Edit Details The "View or Edit Details" ECU option is used to change
(optional). user-selectable settings or to change the resources allocated
for these functions (IRQs, DMA channels, 1/O ports, and so
on).
This step is not required when using the board’s default
settings.

Save your configuration and The "Save and Exit" ECU option saves your configuration
restart the system. information to the system’s nonvolatile memory.

Return to the SRM console Refer to step 4 of Section 5.22.2 for operating system-
and restart the system. specific instructions.

5.22.4 SCSI Buses

A fast SCSI-2 adapter on the system motherboard provides a single-ended SCSI
bus for the Storageworks network array.

The fast SCSI-2 adapter on the motherboard supports one 3.5-inch and one
5.25-inch, internal half-height removable-media devices.

This bus also supports the internal 3.5-inch hard disk drive.

5.23 Console Port Configurations

Power-up information typically is displayed on the system’s console terminal. The
console terminal can be either a graphics terminal or a serial terminal (connected
through the COM1 serial port). The setting of the console environment variable
determines where the system displays power-up output. Set this environment
variable according to the console terminal that you are using.

Synopsis:

set console output_device
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Arguments:

graphics Displays the power-up output to a graphics terminal or device connected
to the VGA module at the rear of the system.

serial Displays the power-up output to a device connected to the COM1 port at
the rear of the system.

Note

Whenever you use the SET command to reset an environment variable,
you must initialize the system to put the new setting into effect. Initialize
the system by entering the INIT command or pressing the Reset button.

Example:

>>> SET CONSOLE SERIAL

>>>

VTxxx Console Terminal Setting for Running ECU

To run the EISA configuration utility (ECU) from the serial console port, the
terminal must be set for 8-bit controls, the keyboard must be set so that the tilde
(=) key sends the escape (ESC) signal, and the console environment variable must
be set to serial.

Graphics Terminal Needed for Running RCU

A graphics terminal is needed to run the RCU. To enable the on-board VGA logic,
the VGA enable jumper (J27) on the motherboard must be enabled. The console
environment variable must be set to graphics.

Using a VGA Controller Other than the Standard On-Board VGA

When the system is configured to use an EISA-based VGA controller instead of
the standard on-board VGA (CIRRUS), consider the following:

= The on-board CIRRUS VGA options must be set to disabled through the ECU.

e The VGA jumper (J27) on the upper-left corner of the motherboard must then
be set to disable (off).

= The console environment variable must be set to graphics.

= If there are multiple VGA controllers, the system directs console output to the
first controller it finds.
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6

Error Analysis and Fault Isolation

This chapter describes the errors, faults, and significant events that can occur
during initialization and normal operation of the HS1CP and the server processor.
A translation of the events, and in most cases how to respond to a specific event,
also is given.

The error and event descriptions isolate failures to the field replaceable unit
(FRU). However, in most instances, additional information for diagnosis beyond
the FRU is given. This information helps increase your knowledge of server
processor and HS1CP functions and assists with your report to repair personnel.

CAUTION

If you attempt to replace or repair components within FRUs, equipment
damage may result. Use the controller fault indications and error logs to
isolate FRU-level failures.

This chapter discusses the following:

= Special considerations for the HS1CP
e HSI1CP troubleshooting basics

e Types of HS1CP error reporting

= Host error logs

e Shadowed system disk trouble shooting basics

6.1 Special Considerations for the HS1CP

Some or all of the following situations could apply when your HS1CP detects a
fault:

< Nonredundant Configurations

When an HS1CP (or its cache module, or both) fails in a nonredundant
configuration, a short period of system down time is needed to remove the
faulty unit and to install a replacement. The devices attached to that HS1CP
are offline for the duration of the remove and replace cycle.

< Dual-Redundant Configurations

When an HS1CP fails in a dual-redundant configuration, fault isolation and
corrective actions are similar to a nonredundant configuration. However,
failover occurs, so the surviving HS1CP takes over service to the failed
HS1CP’s ports and devices.
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Cache Module Failures

If a cache module fails, its HS1CP still functions using on-board cache;
however, Digital recommends that you replace the cache module as soon as
possible.

Write-Back Cache Battery Failures

The system software checks the condition of the write-back cache batteries every
24 hours. When a write-back cache module’s batteries fail or are low, the HS1CP
alters its operations until the batteries are fully charged:

Stripesets and disk-based units with write-back caching enabled are accessed
in write-through (read cache) mode.

If the CACHE_POLICY on the HS1CP is set to A and the batteries are low
when the HS1CP initializes, any RAIDset or mirrorset that does not have
access to good batteries is made inoperative.

If the CACHE_POLICY on the HS1CP is set to B and the batteries are low
when the HS1CP initializes, any RAIDset or mirrorset that does not have
access to good batteries is accessed in write-through (read cache) mode.

If the batteries go low after the HS1CP initialized, any RAIDset or mirrorset
that does not have access to good batteries is made inoperative, regardless of
the cache policy.

If the batteries are bad or missing, RAIDsets and mirrorsets are made
inoperative.

Non-RAIDset, disk-based units with write-back caching enabled are accessed
in write-through (read cache) mode until the cache batteries are replaced

or fully recharged. Once good batteries are in place, write-back caching
automatically resumes.

RAIDsets fail over to the companion cache in a dual-redundant configuration,
provided the other cache’s batteries are fully charged. Any RAIDset that does
not have access to good batteries is not served by the HS1CP.

6.2 HS1CP Troubleshooting Basics

When an error occurs, use the following steps as top-level guidelines for fault

isolation:

1. Make a note of all visual indicators (front panel indicators or error messages)
available to you.

2. Extract and read host error logs (see Section 6.4).

3. For surviving HS1CPs in dual-redundant pairs, try entering the RESTART

OTHER_CONTROLLER command. The surviving HS1CP could be keeping
its companion from operating.
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Errors can be intermittent; reseat the HS1CP to see if the error clears.!

See if the error indication changes after reseating the HS1CP. If the error
remains the same, look up information for that error. If the error indication
changes, look up information for the newer error.

Always consider reseating the HS1CP and/or cache module when
troubleshooting. Poor connections between module and backplane can
cause a variety of errors.

See Sections Section 6.3.1\value) through 6.3.3 for detailed information about
errors and repair actions.

CAUTION

Do not use an HS1CP failure situation as an opportunity to move devices
or otherwise reconfigure your subsystem. Doing so prevents the HS1CP
from communicating with its units once the fault is corrected.

6.3 Types of HS1CP Error Reporting

The HS1CP can notify you of an error through one or more of the following
means:

The front panel indicators

Error messages at a host virtual terminal, or
Error messages at a maintenance terminal (if attached)

Host error logs

6.3.1 HS1CP Front Panel Indicators
The front panel includes the following indicators:

One reset button with an embedded green LED
One button per SCSI port
Six amber LEDs

Figure 6-1 shows an example of an HS1CP and the front panel indicators.
The buttons and LEDs serve different functions with respect to controlling the
SCSI ports and/or reporting fault and normal conditions. The button and LED
functions are discussed in the following sections.

1

Record which devices have lit/flashing fault LEDs before reseating, as reseating the
HS1CP can clear the LED temporarily, even though the fault remains.
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Figure 6-1 HS1CP Layout
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6.3.1.1 HS1CP Normal Operation
The green LED button reflects the state of the HS1CP and the host interface.
Once HS1CP initialization completes and its firmware is functioning, the green
button flashes continuously at 1 Hz (once per second). Pressing the green button
during normal operation resets the HS1CP.

Under normal operation, the amber LEDs indicate the state of the respective
SCSI-2 device buses attached to the HS1CP. When the devices on the buses are
functioning correctly, the amber LEDs do not light or flash.

Pressing one of the port buttons during normal operation lights its corresponding
amber LED and momentarily quizzes its SCSI-2 port. You must quiesce a port
to remove or warm swap a device on the SCSI-2 bus for that port. (Use a small
pointed object to press the port button.) See Chapter 8 for a detailed description
of removing and replacing devices.
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6.3.1.2 Fault Notification

The front panel LEDs display information when the HS1CP encounters a problem
with a device configuration, a device, or the HS1CP itself.

If a configuration mismatch or a device fault occurs, the amber LED for the
affected device’s bus lights continuously.

For HS1CP problems, LED codes determined by internal diagnostics and
operating firmware indicate either HS1CP faults or HS1CP operating firmware
program card faults. In either case, the single green reset LED lights
continuously when an error is detected. The remaining amber LEDs display
the error codes in two different ways:

= The error code lights continuously for faults detected by internal diagnostic
and initialization routines. See Figure 6-2 to determine what these codes
mean.

= The error code flashes at 3 Hz representing faults that occur during normal
controller operation. See Figure 6-3 to determine what these codes mean.

Note

If the controller finds errors during initialization or self-test diagnostics,
any flashing codes momentarily stop flashing while the error messages
are posted to the console. Normal flashing resumes once the display
completes. Do not attempt to look up the codes while this information is
printing at the terminal.
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Figure 6-2 Solid Front Panel Codes

Reset 1 2 3 4 5 6 Description of Error Action

H B B R BRE R 3F DAEMON hard error. Replace controller module.

lH HEB B B B B[] B3E Repeatedfirmwarebugcheck. Replace controller module.

H H EBHE E B[] B 3 NVMEMversonmismatch. Replace program card with

later version.

H H B E B [][J 3C NVMEMwrteeror. Replace controller module.

HE B EER[CERN 3B NVMEM read error. Replace controller module.

H H B B [] B [ 3A NMlerorwithinfirmware RESET (/) the controller.
bugcheck.

H HEH BB B (][] W 39 Inconsistent NVMEM structures RESET (//) the controller.
repaired.1

H B B B [][][J 38 Bugcheckwithnorestart. RESET (//) the controller.

H HB B[] B B B 37 Frmwaeinduced restart following Replace controller module.
bugcheck failed to occur.

H B B[] W B [] 36 Hadwareinducedrestartfollowing Replace controller module.
bugcheck failed to occur.

lH B B (] B [J MW 35 Bugcheckwithinbugcheck controller.  RESET (/) the controller.

H B B [] B [J[J 34 Mismached controllers, cannot Install same-model controllers.
set failover.

B OO ODOQ0DQOIQDOQO 00 Noprogram card seen.2 Replace controller module.

[Joff M Litcontinuously

DAEMON = Diagnostic and Execution Monitor

NVMEM = Nonvolatile Memory

NMI = Nonmaskable Interrupt

1 A power failure or controller reset during an NVMEM update causes this error. I the error occurs on one controller in a

dual-redundant configuration, a configuration mismatch will probably occur upon restart.

2 Try the card in another module. |f the problem moves with the card, replace the card. If the problem does not move with

the card, replace the controller module.
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Figure 6-3 Flashing Front Panel Codes

Reset 1 2 3 4 5 6 Description of Error Action
B OJO0OQOQ0QO 4 o1 Programcard EDC error. Replace program
card.
B OO OILd O[O 04 Timerzerointhetimer chipwill runwhen Replace controller
disabled. module.
B OJOOOTILd O L4 05 Timerzerointhetimer chip decrements Replace controller
incorrectly. module.
B OCOC[d [d [0 06 Timerzerointhetimer chipdidnotinterrupt Replace controller
the processor when requested. module.
B OJOO0OI L4 [d [d 07 Timeroneinthetimer chip decrements Replace controller
incorrectly. module.
B OO O[O [OQ o8 Timeroneinthetimerchipdid notinterrupt Replace controller
the processor when requested. module.
B OO DQO [4 09 Timertwointhetimer chip decrements Replace controller
incorrectly. module.
B OO OLd O OA Timertwointhetimer chipdid not interrupt Replace controller
the processor when requested. module.
B OOMdOLd [d 0B Memoryfalureinthel/D cache. Replace controller
module.
B [0 [d[d O[O oC Nohitormisstothel/D cachewhen expected. Replace controller
module.
B OO [d[d [0 [d 0D Oneormorehitsinthe diagnostic registers Replace controller
did not match the expected reset value. module.
B OO [d[d [d [ OE Memoryerrorinthenonvolatlejournal SRAM. Replace controller
module.
B OO [d[d [d [d OF Wrongimageseenon program card. Replace program
card.
B [0 O QO [O 10 Atleastoneregisterinthecontroller Replace controller
DRAB does not read as written. module.
B OO QOQO L4 21t Manmemory isfragmented into too many sections  Replace controller
for the number of entries in the good memory list. module.
B [Od0O[CO [d [0 22 Thecontroller DRAB chip does not arbitrate Replace controller
correctly. module.
[Joff M Litcontinuously [ Flashing
1/D = Instruction/Data (cache on the controller module)
DRAB = Dynamic RAM Controller and Arbitration Engine (operates controller shared memory)
ECC = Error Correction Code
EDC = Error Detection Code
SRAM = Static RAM
NXM = Nonexistent Memory

(continued on next page)
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Figure 6-3 (Cont.) Flashing Front Panel Codes

Reset 1 2 3 4 5 6 Description of Error Action

B [d 000 [Ld [d 13 Thecontroller DRAB chip failed to detect forced Replace controller
parity, or detected parity when not forced. module.

B O4dOIMQOQO ¥ Thecontroller DRAB chip failed to verify Replace controller
the EDC correctly. module.

B [Od O QOLd 15 Thecontroller DRAB chip failed to report Replace controller
forced ECC. module.

B [[d ][4 [d [ 16 Thecontroller DRAB chip failed some operation Replace controller
in the reporting, validating, and testing of the module.
multibit ECC memory error.

B [d[][d[d[d 17 Thecontroller DRAB chip failed some operation Replace controller
in the reporting, validating, and testing of the module.
multiple single-bit ECC memory error.

B [][d[d 0O [ 18 Thecontroller main memory did not write Replace controller
correctly in one or more sized memory transfers. module.

B OddQO0QOILd 19 Thecontrollerdidnotcausean I-to-N bus Replace controller
timeout when accessing a “reset” host port chip. module.

B [Od[d L4 [ 1A Thecontroller DRAB chip did not report an I-to-N Replace controller
bus timeout when accessing a“reset” host port chip.  module.

B [J[d[d [J[d [d 1B Thecontroller DRAB did not interrupt the Replace controller
controller processor when expected. module.

B [[d[d[d 0[] 1€ Thecontroller DRAB did not report an NXM error Replace controller
when nonexistent memory was accessed. module.

B [[d[d[d [0 [d 1D Thecontroller DRAB did not report an address Replace controller
parity error when one was forced. module.

B [][d[d [d [d [ 1E Therewasanunexpected nonmaskable interrupt Replace controller
from the controller DRAB during the DRAB module.
memory test.

B [[d[d [d [d [d 1F Diagnostc register indicatesthereisno cache Replace controller
module, but an interrupt exists from the nonexistent  shelf backplane.
cache module.

B [4d 00000 20 Therequired amount of memory available for the Replace controller
codeimage to be loaded from the program card module.
isinsufficient.

[Joff M Litcontinuously [ Flashing

I/D = Instruction/Data (cache on the controller module)

DRAB = Dynamic RAM Controller and Arbitration Engine (operates controller shared memory)

ECC = Error Correction Code

EDC = Error Detection Code

SRAM = Static RAM

NXM = Nonexistent Memory
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Figure 6-3 (Cont.) Flashing Front Panel Codes

on the card after the contents were copied to
memory.

Reset 1 2 3 4 5 6 Description of Error Action

B 400000 [d4d 21 Therequired amount of memory availablein the Replace controller
pool areaisinsufficient for the controller to run. module.

B 40000 [Ld [d 23 Therequired amount of memory availablein the Replace controller
buffer areaisinsufficient for the controller to run. module.

B [d 004 O [ 24 Thecodeimagewasnot the same astheimage Replace ontroller

module.

B [d [0 Ld O [d 25 Diagnosticregister indicates that the cache module
exists, but access to that cache module caused

an error.

Replace controller
shelf backplane.

B [d [0 [d [d [ 26 Diagnostic register indicatesthat the cache module
does not exist, but access to that cache module
did not cause an error

Replace controller
shelf backplane.

B [d[d OO [ 30 Thejourna SRAM battery is bad.

Replace controller
module.

initialization.

B 3A There was an unexpected interrrupt from aread Replace controller
cache or the present and lock bits are not working module.
correctly.

B [d[d[d[][d [d 3B Theeisaninterrupt pending to the controller's Replace controller
policy processor when there should be none. module.

B [d[d[d[d [0 [0 3C Therewasanunexpected fault during Replace controller
initialization. module.

B [4d[dd[d ] [d 3D Therewasanunexpected maskableinterrupt Replace controller
received during initialization. module.

B [d[d [d[d [d [] 3E Therewasan unexpected nonmaskable interrupt Replace controller
received during initialization. module.

B [d[d[d[d [d [d 3F Anillega processwas activated during Replace controller

module.

[Joff M Litcontinuously [ Flashing

1/D = Instruction/Data (cache on the controller module)

DRAB = Dynamic RAM Controller and Arbitration Engine (operates controller shared memory)
ECC = Error Correction Code

EDC = Error Detection Code

SRAM = Static RAM

NXM = Nonexistent Memory
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6.3.2 Device LEDs

The storage devices (SBBs) and their power supplies have LEDs to indicate
power and status. You can use these LEDs in conjunction with the front panel
indicators to isolate certain faults, as discussed in the following sections.

6.3.2.1 Storage SBB Status

Device shelves monitor the status of the storage SBBs. When a fault occurs, the
fault and the SBB device address (SCSI target ID) are reported to the HS1CP for
processing. The SBB internal fault/identity bus controls the fault (lower) LED.

As shown in Figures 6—4 and 6-5, each storage SBB has two LED indicators that
display the SBB's status. These LEDs have three states: on, off, and flashing.

= The upper LED (green) is the device activity LED and is on or flashing when
the SBB is active.

CAUTION

Do not remove a storage SBB when the upper LED is on or flashing. This
can cause the loss or corruption of data.

e The lower LED (amber) is the storage SBB fault LED and indicates an error
condition when it is either on or flashing. When this LED indicates a fault,
the HS1CP’s amber LED for the device’s port is lit continuously as well.

CAUTION

You should record which devices have lit/flashing fault LEDs before
resetting the HS1CP; resetting it can clear this LED temporarily, even
though the fault remains.
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Figure 6-4 3.5-Inch Storage SBB LEDs

ACTIVITY LED
(GREEN)

FAULT LED
(AMBER)

CX0-4378A-MC

DEVICE
ACTIVITY
(GREEN)

DEVICE
FAULT
(AMBER)

CXO-4654A-MC
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Table 6-1 explains the SBB LED codes.

Table 6-1 Storage SBB Status LEDs

LED Status Indication

Device activity On SBB is operating normally.

Device fault Off

Device activity Flashing SBB is operating normally.

Device fault Off

Device activity Off SBB is operating normally.

Device fault Off The SBB is inactive, and there is no fault.

Device activity On Fault status.

Device fault On SBB is probably not responding to control signals.
Digital recommends that you replace the SBB.

Device activity Off Fault status.

Device fault On SBB is inactive and spun down.
Digital recommends that you replace the SBB.

Device activity On Fault status.

Device fault Flashing SBB is active and is spinning down because of the

fault.

6.3.2.2 Device Shelf Status and Power Supply Status

The status of both the device shelf blowers and power supplies is displayed on the
power supply LEDs, as shown in Figure 6—6. The upper LED displays the shelf
status and the lower LED displays the power supply status.

= When the upper LED is on, both the shelf blowers and the power supplies are
functioning properly.

e When the upper LED is off, either a shelf blower or a power supply is not
functioning properly.

< When the lower LED is off, either there is an input power problem or the
power supply is not functioning.
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Figure 6-6 Power Supply LEDs

SHELF STATUS
LED

POWER SUPPLY
STATUS LED

CXO-4377A-MC

For a detailed explanation of the power supply LED codes, see 6-2 and 6-3.

Table 6-2 Shelf and Single Power Supply Status LEDs

Status LED State Indication

Shelf (upper) On System is operating normally.

PS (lower) On

Shelf (upper) Off Fault status.

PS (lower) On There is a shelf fault; there is no power supply fault.
Replace blower as described in Chapter 8.

Shelf (upper) Off Fault status.

PS (lower) Off Shelf and power supply fault.

Replace power supply as described in Chapter 8.

Note

When a shelf has two power supplies, you must observe the LEDs on both
power supplies to determine the status (see Table 6-3).
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Table 6-3 Shelf and Dual Power Supply Status LEDs

Status LED PS1t PS2% Indication

Shelf (upper) On On Normal status.

PS (lower) On On System is operating normally.

Shelf (upper) Off Off Fault status.

PS (lower) On On There is a shelf fault; there is no power supply fault.
Replace blower as described in Chapter 8.

Shelf (upper) Off Off Fault status.

PS (lower) On Off PS1 is operational.
Replace PS2 as described in Chapter 8.

Shelf (upper) Off Off Fault status.

PS (lower) Off On PS2 is operational.
Replace PS1 as described in Chapter 8.

Shelf (upper) Off Off Fault status.

PS (lower) Off Off Possible PS1 and PS2 fault or input power problem.

t Shelf power supply installed in slot 7.
1 Redundant power supply installed in slot 6.
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6.3.3 Error Messages

The HS1CP operating firmware is designed to send both spontaneous and stored
messages to your terminal session under certain fault conditions.

Spontaneous messages are part of a command line interpreter (CLI) error report
(CER) system, which causes the message text to appear on a maintenance
terminal along with the CLI prompt, as shown in the following example.
(Spontaneous messages do not appear on virtual terminals.)

%CER -- 13-JUL-1994 13:28:45 -- SWAP signal cleared - all SWAP interrupts rambled
CLI>

%CER -- 13-JUL-1994 13:29:11 -- Other controller restarted

CLI>

6.3.3.1 Conditions under Which CER Messages Appear
The spontaneous CER messages appear only under the following conditions:

< You have a maintenance terminal connected for receiving messages.
e The subsystem has finished initializing.
= You currently are not running a utility program on the maintenance terminal.

< A maintenance terminal is not actively displaying input from another source,
such as event logging or last failure logging.

< No CLI commands are in progress on a maintenance terminal.

If any one of the previous conditions is not met, the spontaneous CER message
display does not occur. In this case, the HS1CP operating firmware stores
messages for you. You need only connect a virtual or maintenance terminal

(if one is not already connected) and press the Return key from the CLI prompt
to review the 15 most recently received error messages:

SWAP signal cleared - all SWAP interrupts rambled
Other controller restarted

CLI>

6.3.3.2 Clearing the Terminal of Error Messages

Often, message review continues to occur each time you press the Return key. To
clear the terminal of the errors, enter the CLEAR_ERRORS CLI command. (You
may want to make a note of the errors before clearing them, because they cannot
be recalled afterwards.)

Note

Because the severity of errors varies, the HS1CP may not initialize or
operate, or both, even though an error message appears.

For example, if all of the SCSI ports, or the host port and local terminal
port fail diagnostics, the HS1CP will not operate. However, if the cache
module fails during normal operation, the HS1CP continues to operate.
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6.3.3.3 Types of Error Messages

The following sections list CER messages you may encounter. The HS1CP sends
these messages when the specific fault is detected, regardless of whether you

are interactively viewing or using the virtual or maintenance terminal. These
messages differ in this respect from the ones listed in Appendix E, which appear
based on your interactive use of the CLI. The CER messages are presented in the
following error categories:

= Configuration and CLI

= Diagnostic and initialization

= Failover

 NVPM

e Shelf

= Write-back cache

« Failure indications

e System information structure and system information page

Consult your firmware release notes for updates to the list of error messages.

Configuration and CLI Messages

This section describes error messages that can display if a fault occurs related to
configuration or CLI. See Appendix D for information on configuration rules. See
Appendix E for information on the command line interpreter.

Configuration information deleted due to internal inconsistencies

Explanation: This message is displayed if a test of nonvolatile memory
shows corruption. The configuration information for the HS1CP is deleted
when this message is displayed.

Controllers misconfigured. Type SHOW THIS CONTROLLER

Explanation: If this message appears, examine the SHOW
THIS_CONTROLLER display to determine the source of the misconfiguration.

Device and/or storageset names changed to avoid conflicts

Explanation: Digital adds new CLI keywords at each new HS1CP operating
firmware release that can conflict with existing device and/or storageset
names. When this occurs, HS1CP operating firmware changes your device
and/or storageset names and sends this message. The functional operation of
your configuration is not changed when this message appears.

Disk mirroring option has been turned on without a valid license key

Explanation: Disk mirroring is a licensed feature. This message indicates
that it has been turned on without entering a valid license key in the
Firmware Licensing System (FLS).

Licensing different between the two controllers

Explanation: The licensing features are set differently on two controllers of
a dual-redundant pair.
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RAID5 option has been turned on without a valid license key

Explanation: RAIDS is a licensed feature. This message indicates that it
has been turned on without entering a valid license key in the Firmware
Licensing System (FLS).

Restart of the controller required to apply new patch

Explanation: You used the Code Patch utility to enter a firmware patch, but
the patch is not applied until you restart the controller.

Restart of the other controller required

Explanation: When changing some parameters, you must reinitialize the
companion controller in a dual-redundant pair to have the parameter take
effect.

Restart of this controller required

Explanation: A changed parameter requires reinitialization of this controller
to take effect.

Serial number initialized due to format error

Explanation: An invalid serial number was entered for the second controller
of a dual-redundant pair.

Taken out of failover due to serial number format error

Explanation: An invalid serial number format was entered for the second
controller of a dual-redundant pair.

When you have a configuration mismatch (both controllers not in dual-
redundant mode, failover not correctly set, controller serial numbers or logical
configurations do not match, and so on), the following message appears:

Two controllers present but not in dual-redundant configuration.
To correct the problem, do the following:

1. Enter the CLI SHOW THIS CONTROLLER command at the CLI>
prompt, and review this controller’s configuration.

2. Enter the CLI SHOW OTHER_CONTROLLER command at the CLI>
prompt, and review the other controller’s configuration.

Decide which controller has the most current information.

4. Enter the CLI SET FAILOVER COPY= command based on where the
most current information is.

For example, if the most current information resides on this controller,
enter SET FAILOVER COPY=THIS_CONTROLLER.

If the unit numbers are displayed in an obsolete format, the following
message is displayed:

Units renamed to new Dn and Tn formats.

In the previous message, the variable n is the unit number from the old
format.
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Write-back cache option has been turned on without a valid license key
Explanation: Write-back cache is a licensed feature. This message indicates
that it has been turned on without entering a valid license key in the
Firmware Licensing System (FLS).

Diagnostic and Initialization Messages

This section describes error messages that can display if a fault occurs during
initialization or self-test diagnostics. See Chapter 3 for more information on
diagnostics.

HOST port FAILED Diagnostics
Explanation: The host port of the controller has failed diagnostics.

Local Terminal Port FAILED Diagnostics

Explanation: The maintenance (EIA-423) terminal port has failed
diagnostics.

SCSI port n FAILED Diagnostics

Explanation: A SCSI-2 port has failed diagnostics. This message can
appear even if you do not have a host connection. The variable n indicates
which port failed.

The following Firmware Licensing Service component elements were initialized to
default settings: [n ...

Explanation: Licensing information for licensed features has been lost. To
correct this problem, reenter your license keys through FLS.
Failover Messages

This section contains error messages that can display if a failover between
dual-redundant controllers occurs. See Section 5.13 for more information on
failover.

Both HS1CP controllers are using SCSI address 6

Explanation: There is a hardware problem with the BA350-M shelf. This
problem probably involves the shelf backplane.

Both HS1CP controllers are using SCSI address 7

Explanation: There is a hardware problem with the BA350—M shelf. This
problem probably involves the shelf backplane.

Other controller not responding - RESET signal asserted

Explanation: One controller in a dual-redundant configuration is locked up,
not responding, or the Kill line to it is asserted.

Other controller restarted

Explanation: The other controller in a dual-redundant pair has restarted
successfully after failing or undergoing a bugcheck. See Section 6.4 for more
information on this message.

Received LAST GASP message from other controller

Explanation: One controller in a dual-redundant configuration is attempting
an automatic restart after failing or undergoing a bugcheck. See Section 6.4
for more information on this message.
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SCSI Device and HS1CP controller both configured at SCSI address 6

Explanation: This message appears when a device is accidentally configured
as SCSI ID 6, and two controllers (SCSI IDs 6 and 7) are in a dual-redundant
configuration.

NVPM Messages

This section contains error messages that can display because of a problem or
fault associated with the nonvolatile parameter memory (NVPM).

Note

Some NVPM messages read “NVPM component-name component
initialized to default settings.” For some of these initialization cases,
corrective action may clear the error message only until the next time the
controller is reset, because the error could be caused by a fault in NVPM
itself. If the error persists, replace the controller module.

NVPM component-name component initialized to default settings

Explanation: The NVPM component named by component-name has been
reinitialized. Performing a controller reset may clear this error message only
until the next time the controller is reset because the error could be caused by
a fault in NVPM itself. If this error persists, replace the controller module.

NVPM Failover Information component initialized to default settings
Explanation: The identity of the other controller in a dual-redundant pair
has been lost. Enter the SET FAILOVER COPY=OTHER_CONTROLLER
command to correct this problem. If the error persists, replace the controller
module.

NVPM FMU Parameters component initialized to default settings
Explanation: FMU settings have been lost. Default FMU options remain in
place until you run FMU to change them. If the error persists, replace the
controller module.

NVPM Host Interconnect Parameters component initialized to default settings

Explanation: The SCS node name, Cl node number, or Path A, or Path B
enable settings for this controller have been lost.

To correct this problem, enter the SHOW THIS_CONTROLLER and
SHOW OTHER_CONTROLLER commands to determine the current
controller settings. Use the SET THIS CONTROLLER and SET
OTHER_CONTROLLER commands to restore settings. If the error persists,
replace the controller module.

NVPM Host Protocol Parameters component initialized to default settings

Explanation: The tape and disk MSCP allocation class settings for this
controller have been lost.

To correct this problem, enter the SHOW THIS_CONTROLLER and
SHOW OTHER_CONTROLLER commands to determine the current
controller settings. Use the SET THIS_CONTROLLER and SET
OTHER_CONTROLLER commands to restore settings. If the error persists,
replace the controller module.
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NVPM Product Information component initialized to default settings

Explanation: The controller product identification setting has been reset. If
the controller “name” is not what it used to be, the controller module must be
replaced immediately.

NVPM Revision level updated from n to N

Explanation: The format of the NVPM has changed as a result of installing
a newer program card (containing updated firmware). However, all subsystem
configuration information has been retained.

NVPM User Interface Parameters component initialized to default settings
Explanation: Terminal setting information has been lost.

To correct this problem, enter the SHOW THIS_CONTROLLER and SHOW
OTHER_CONTROLLER commands to determine the current terminal
settings. Compare the terminal settings with the CONFIGURATION.INFO
output information, and use the SET THIS_CONTROLLER and SET
OTHER_CONTROLLER commands to restore terminal settings. If the error
persists, replace the controller module.

The following NVPM Configuration Information component elements
were initialized to default settings: [n ...

Explanation: The settings given by n have been initialized in connection
with another NVPM error. To clear this error, perform the following
procedure:

1. Enter the following commands:

CLI> SHOW DEVICES
CLI> SHOW UNITS
CLI> SHOW STORAGESETS

2. Compare the information displayed with a printout of the
CONFIGURATION.INFO file or with a copy of the most current
configuration.

3. Reconfigure the necessary devices, units, or storagesets. (See the CLI
commands described in Appendix E.)

If the error persists, replace the controller module.

CAUTION

Replace the controller immediately if any of the following NVPM messages
occur. Do not continue to use the controller.

= All NVPM components initialized to their default settings

= Controller Characteristics component reformat failed during NVPM
Revision Level 1 to 2 reformat

= Host Access Disabled
= NVPM Cache information component initialized to default settings

< NVPM Controller Characteristics component initialized to default
settings
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< NVPM Recursive Bugcheck Information component initialized to
default settings

= NVPM System Information Page component initialized to default
settings

< NVPM Volume Serial Number component initialized to default
settings

= The following NVPM Manufacturing Failure Information component
elements were initialized to default settings: [...list of component
elements]

e Unknown NVPM Revision Level

= Unknown reformat stage encountered during NVPM Revision Level 1
to 2 reformat

= Nonvolatile parameter/Write Journal Memory backup battery has
failed

Shelf Messages

This section contains error messages that can display when a shelf problem
occurs.

Controller shelf fixed
Explanation: The controller shelf has been correctly repaired.

Controller shelf has a bad power supply or fan

Explanation: Troubleshoot the system to isolate and replace the failed
component.

Shelf xx fixed
Explanation: Shelf number xx has been correctly repaired.

Shelf xx has a bad power supply or fan

Explanation: Troubleshoot the system to isolate and replace the failed
component.

SWAP signal cleared - all SWAP interrupts re-enabled
Explanation: This message indicates that the swap signal is now cleared.

Unable to clear SWAP signal on shelf xx - all SWAP interrupts disabled

Explanation: The subsystem is unable to clear the SWAP signal for a
swapped device, where xx is the shelf number. This could indicate an
unsupported SBB or no power to the device shelf.

Write-Back Cache Messages

This section contains error messages that can display if a write-back cache related

fault occurs.

Cache battery charge is low
Explanation: The write-back cache battery is partially discharged. Any

unwritten cache data on the cache is flushed. Non-RAIDset units are accessed
in read cache mode. RAIDsets are unavailable unless they have access to good
batteries on a dual-redundant companion cache. Replace the cache battery.
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Cache battery failed diagnostic testing
Explanation: The write-back cache battery has failed the diagnostic
tests described in Chapter 7. Any unwritten cache data on the cache is
flushed. Non-RAIDset units are accessed in read cache mode. RAIDsets are
unavailable unless they have access to good batteries on a dual-redundant
companion cache. Replace the cache battery.

Cache module failed diagnostic testing
Explanation: The cache has failed the diagnostic tests described in
Chapter 7. Unwritten cache data in the cache module is lost. Replace the
write-back cache module.

Cache module failed diagnostic testing - half not accessible
Explanation: Up to 50 percent of the cache memory has failed the diagnostic
tests described in Chapter 7. Unwritten cache data in the cache module is
lost. Replace the write-back cache module.

Cache module has metadata incompatible with this firmware
Explanation: The subsystem was not properly run down before changing
firmware versions. There could be unwritten cache data that cannot be
recovered, because the cache metadata format has changed along with the
firmware. Correct the problem in one of two ways:

= Restore the previous firmware version, and properly run down the
subsystem.

e Enter the CLI command CLEAR_ERRORS INVALID_CACHE, which
allows you to use the cache module (although you lose the unwritten
cache data).

Cache modules are misconfigured

Explanation: This message is generated in dual-redundant configurations
under the following circumstances:

= The companion controller’s cache module is not a write-back cache.

= The companion controller’s write-back cache is not the same size as this
controller’s write-back cache.

Cache failover of unwritten cache data is not performed if this message
occurs. Correct the problem by replacing/adding cache to make sure both are
compatible.

Invalid cache—CLI command set reduced until INVALID_CACHE error is cleared
Explanation: Data in the cache does not match the controller image of cache
data. Use the CLEAR_ERRORS INVALID_CACHE command to delete the
data.

This controller has a missing cache module

Explanation: The cache module is missing or is not seated properly.
(Controller NVMEM indicates that a cache module is expected because there
could be unwritten cache data.) You can either find/reseat the module, or
enter the CLI command CLEAR_ERRORS INVALID_CACHE, which allows
you to run (in write-through mode) without a cache but without accessing
RAIDsets.
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This controller has an invalid cache module
Explanation: The wrong cache module is present. This means the serial
number stored in controller NVMEM and in the cache do not match,
and unwritten cache data exists. (This message also can occur for a new,
uninitialized module.) Correct the problem in one of two ways:

= Replace this cache with the correct one for this controller.

< Enter the CLI command CLEAR_ERRORS INVALID_CACHE, which
allows you to use the random module.

Failure Indications
This section contains error messages that can display with various system
failures.

EVL control block allocation failed

Explanation: The controller was unable to allocate enough memory to run
the EVL utility. Report this error as a subsystem problem.

FMU control block allocation failed

Explanation: The controller was unable to allocate enough memory to run
the FMU utility. Report this error as a subsystem problem.

Last Failure Entry: n reset—power-on time reset

Explanation: The power-on time contained in the Last Failure Entry
identified by n was greater that the current power on time. That condition
renders the identified Last Failure Entry unusable, resulting in its being
reset to default settings. Reset of Last Failure Entry should be reported as a
subsystem problem.

Last Failure Entry: n reset—predecessor invalid

Explanation: The Last Failure Entry that immediately precedes the Last
Failure Entry identified by n was found to be invalid. That condition renders
the identified Last Failure Entry unusable, resulting in its being reset

to default settings. Reset of Last Failure Entry should be reported as a
subsystem problem.

Last Failure Entry: n reset—predecessor reset

Explanation: One or more of the Last Failure Entries identified by n was
reset to default settings. That condition renders the identified Last Failure
Entry unusable, resulting in its being reset to default settings. Reset of Last
Failure Entry should be reported as a subsystem problem.

Last Failure Entry: n reset—previously invalidated
Explanation: During termination of controller operation processing, the Last
Failure Entry identified by n was reset to default settings for one or more of
the reasons listed above. In this case, the reason for resetting the entry is
not retained. Reset of Last Failure Entry should be reported as a subsystem
problem.
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Last Failure Entry: n reset—revision mismatch
Explanation: The revision level contained in the Last Failure Entry
identified by n did not match the revision level understood by the current
HSOF firmware. The identified Last Failure Entry therefore is not
translatable and was reset to default settings. Reset of Last Failure Entry
should be reported as a subsystem problem.

PCMCIA ECC invoked successfully. Replacement of PCMCIA card is
recommended
Explanation: During controller initialization, the error correction code (ECC)
detected and corrected an error in the firmware on the program card. The
errors indicate that the card is becoming unreliable and should be replaced as
soon as possible.

System Information Structure and System Information Page (SIP)
This section contains error messages that can display information about system
information structure and pages.

System Information Page and Last Failure entries reset to default settings.
Explanation: This message is reported in either of two cases:

= All structures contained in the SIP and the Last Failure entries have
been reset to their default settings. This is a normal occurrence for the
first time boot following manufacture of the controller and during the
transition from one firmware version to another if, and only if, the format
of the SIP is different between the two versions.

= All structures contained in the SIP and the Last Failure entries have
been reset to their default settings as a result of certain manufacturing
configuration activities.

6.3.4 Interactive CLI Messages
The previous sections detailed automatic messages you could encounter. For
a list of other messages you could see during interactive use of the CLI, see
Appendix E.

6.3.5 Last Failure Logging Messages
If you used the Fault Management Utility (FMU) to enable spontaneous last
failure logging (LFL) displays, you could see maintenance terminal messages
that begin with “%LFL.” With LFL display enabled, the controller spontaneously
displays information relevant to the sudden termination of executing firmware, as
in the following example (maintenance terminal only):
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%LFL--HS1CP1> --24-AUG-1994 14:47:11-- Last Failure Code: 018B2580
Power On Time: 0. Years, 22. Days, 5. Hours, 22. Minutes, 24. Seconds
Controller Model: HS1CP

Serial Number: ZG30355555 Hardware Version: 0000(00)

Controller Identifier:

Unique Device Number: 000130355555 Model: 40.(28) Class: 1.(01)
Firmware Version: E28J(FE)

Node Name: "HS1CP1" INTERNAL Node Number: 7.(07)

Instance Code: 01010302 Description:

An unrecoverable hardware detected fault occurred.

Reporting Component: 1.(01) Description:

Executive Services

When an automatic hardware reset occurs (such as power failure, pressing
the Reset button, and so on), the last failure log display is inhibited, because
automatic reset does not allow sufficient time to complete the display.

See Chapter 7 for more information on the FMU and last failure logging.

6.3.6 Event Logging Messages

If you used FMU to enable spontaneous event logging (EVL) display, you could
see maintenance terminal messages that begin with “%EVL.” With EVL display
enabled, the controller spontaneously displays error information packet (EIP)
information during your maintenance terminal session, as in the following
example:

%EVL--HS1CP1> --24-AUG-1994 14:57:36-- Instance Code: 4007640A
Template: 50.(32) Description: INTERNAL Port/Port Driver Event
Occurred on 24-AUG-1994 at 14:57:36
Controller Model: HS1CP
Serial Number: 2G30355555 Hardware Version: 0000(00)
Controller Identifier:
Unique Device Number: 000130355555 Model: 40.(28) Class: 1.(01)
Firmware Version: E28J(FE)
Node Name: "HS1CP1" INTERNAL Node Number: 7.(07)
Command Reference Number: 00000000 Sequence Number: 0000000B
HIS Status: 000E0009 Description:
VC closed due to NAK DDL retry transmit failure on Path B.
Error ID: 200A5A40
Source Node Number: 7.(07) Destination Node Number: 27.(1B)
INTERNAL Opcode: 0.(00) Description: Reserved
Virtual Circuit State: 133.(85) Description: VC_CLOSING, ID polling completed
Cl Port/Port Driver (PPD) Opcode: 0.(0000) Description: START
Instance Code: 4007640A Description:
INTERNAL Port detected error upon attempting to transmit a packet. This resulted
in the closure of the Virtual Circuit.
Reporting Component: 64.(40) Description:
Host Interconnect Services

Event log displays are inhibited during the execution of both CLI commands and
utilities invoked from a maintenance terminal. Events that are reported while a
maintenance terminal is in use do not appear when the terminal again becomes
available. (The %EVL display is lost.)

See Chapter 7 for more information on the FMU and event logging.
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6.4 Host Error Logs

Events related to controller and device operation are recorded in the host error
log. If the front panel, device LEDs, FMU, or error messages cannot help you
determine the cause of a problem, review the host error logs. They provide the
greatest level of detail about the controller and connected devices.

6.4.1 Translation Utilities

Translation utilities for log information vary depending on your operating system.
The following are the translation tools currently available:

ERF

OpenVMS-based systems have the Errorlog Report Formatter (ERF) to aid in
error log translation. ERF provides bit-to-text translation of the (binary) log,
and provides the operator with more information about what the log means with
respect to controller operation and repair.

The OpenVMS DCL command ANALYZE/ERROR_LOG invokes ERF. For a
description of the VMS Analyze Error Log Utility, including more information
about this command and its qualifiers, refer to the VMS Error Log Utility
Reference Manual, or call Digital Multivendor Customer Services.

DECevent

OpenVMS Alpha-based systems include, in addition to ERF, the DECevent™
translation utility. DECevent provides another interface between you and the
operating system event logger. Like ERF, DECevent allows you to translate
events into ASCII reports (bit-to-text translation). However, DECevent reports
are, in general, easier to read and provide more information than ERF error
reports. The OpenVMS DIAGNOSE/TRANSLATE command invokes DECevent.

For more information about using DECevent, see the DECevent Translation and
Reporting Utility for OpenVMS User and Reference Guide.
SWEAT

OpenVMS-based systems have the StorageWorks Errorlog Analyzer Tool (SWEAT)
to translate VAX/VMS error log entries from HS1CPs that pertain to storage
subsystems. SWEAT has improved summary output, including instance and

last fail codes. New qualifiers of /INSTANCE and /LAST_FAIL allow the user

to get decodes for specific instance and last fail codes. SWEAT was developed to
provide quick, accurate problem diagnosis. For more information on SWEAT, see
Appendix F.

6.4.2 Fault Management Utility
FMU allows you to do the following:
= Control the spontaneous LFL and EVL displays.
= Display controller last failure and memory system failure information.

FMU can provide a convenient way to review some error log information during
your terminal session. See Chapter 7 for information on running FMU.
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6.4.3 Host Error Log Translation
For error log examples, see Appendix C.

Note

Host error log translations are correct as of the date of publication of this
manual. However, log information can change with firmware updates.
Refer to your firmware release notes for error log information updates.

6.5 Shadowed System Disk Troubleshooting Basics
You have a shadowed system disk problem if:
1. you cannot access your system disk,
2. 1/O is not completing,
3. your system hangs.

After you determine that the problem is localized to the server processor’s
shadowed system disk, go to the console terminal or maintenance terminal. If
a terminal is not attached to the system, attach a maintenance terminal as
described in Section 5.7. A maintenance terminal connection provides access to
the following:

1. OpenVMS error log files
2. Console commands
3. Error messages

6.5.1 Troubleshooting with VMS

Use the following procedure from the console DCL $ prompt to troubleshoot with
VMS:

Note

Soft disk errors on boot are normal in a common SCSI configuration.

1. Enter the SHOW ERROR command to determine the number of errors on a
device that has been reported to the error log.

2. When you find a component failure, make a note of all visual indicators (OCP,
device LEDs, and error messages).

Extract and read the host error logs.

4. The information in these error logs may indicate a KZPAA failure, in which
case, shut off power to the server processor.
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6.5.2 Troubleshooting with Console Firmware

If the VMS troubleshooting procedure does not resolve the problem, make sure
the console terminal or maintenance terminal is connected and proceed as follows:

1.

Enter the SYS$SYSTEM:SHUTDOWN command at the $ prompt. When
shutdown is complete the >>> prompt displays.

Check the system configuration for the correct device parameters (node 1D,
device name, and so forth) by using the SHOW DEVICE command to show
all devices on the system. You should see DKA400 and DKA500 CDROMs, a
DKB200 quorum disk, and DKB0O and DKC100 system disks (which make up
the shadowset unit DSA100). If a device does not appear, the problem may be
with the KZPAA or cables, or the terminators that service the disk.

At the >>> prompt, enter:

>>> SHOW DEVICE

A display similar to the following appears:

dka400.4.0.6.0 DKA400 RRD45 1645 (1)
dkb0.0.11.0 DKBO RZ28 442D (2)
dkb200.2.0.1110 DKB200 RZ26L 442D (3)
dkc100.1.0.12.0 DKC100 RZ286L 442D (2)
dva0.0.0.0.1 DVAQ

fra0.0.0.1002.0 FRAO 08-00-2B-A6-0D73
pka0.6.0.6.0 PKAO SCSI Bus ID 6
pkb0.6.0.6.0 PKBO SCSI Bus ID 6
pkc0.6.0.6.0 PKCO SCSI Bus ID 6

Enter the SHOW command for each parameter to verify the current value
(see Table 6-4).

Table 6—4 lists the manufacturing default parameters for the top and bottom
Server processors.

Table 64 Console Parameters and Settings

Parameter

Top Server Processor Bottom Server Processor

boot_osflags
boot_reset
bootdef_dev
pkaO_disconnect
pkaO_fast
pkaO_host_id
pkb0_disconnect
pkbO_fast
pkb0_host_id
pkcO_disconnect
pkcO_fast
pkcO_host_id
scsi_poll

console

0s_type

1,0
on
DKBO, DKC100

0,0
on
DKBO, DKC100

Lo S« T R = <> N S =
N R R NR R NP e

on on
serial

OpenVMS

serial
OpenVMS
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Note

Make sure that the settings on your console match the manufacturer
defaults. If any settings are incorrect,use the SET PARAMETER
command to change the value to that listed in the table.

5. Errors can be intermittent. Always consider reseating components when
troubleshooting. Poor connections between a component and backplane cause
a variety of errors.

6. After reseating a component, see if the error indication changes. If the
error remains the same, look up information for that error. If the indication
changes, look up information for the newer error.

7. If reseating does not remove the error, replace the faulty module.

6.5.3 Checking for Common Hardware Problems

If your system does not work when you receive it, or if you have replaced a
KZPAA PCI-to-SCSI adapter, check the adapter to see if the terminator jumper
is installed. If the terminator jumper is installed, remove it. The system should
operate normally. (See Figure 67 for terminator and jumper locations).
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Figure 6-7 Shadowed System Disk Interconnection
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If the console terminal shows a possible problem, refer to Table 6-5 to verify the
problem.
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Table 6-5 Troubleshooting for Common Hardware Problems

Symptom Action

No common SCSI devices appear from the >>> prompt. Check the power supply LEDs.

A system or quorum disk is not listed after the SHOW Check for loose or missing terminators.
DEVICE command. Tighten or replace as required.

Check for loose or damaged cables or
connectors. Replace or tighten as required.

Change terminators from one KZPAA to the
other KZPAA on the same server processor. If
the problem changes, replace the terminator.

Change cables from the output of one KZPAA
to the other KZPAA on the same server
processor. If the problem changes, replace
the KZPAA, replace the cable, or replace the
defective drive.

Change cables from the output of one KZPAA
on one server processor to the output of the
other KZPAA on the second server processor.
If the problem changes, replace the KZPAA,
replace the cable, or replace the defective
drive.

Recheck the console to see if the indication has changed after effecting a repair.

6.5.4 Rebooting the Server Processor

After repair has been completed, reboot the server processor. After power up,
the console terminal or maintenance terminal connected to the server processor
displays the >>> prompt. Enter the following command to reboot the system:

>>> p

Note

Soft disk errors on bootup are normal in a common SCSI configuration.

After the server processors have been returned to operation, check the console
terminal to make sure all indications are normal.

Error Analysis and Fault Isolation 6-31






v

Diagnostics, Exercisers, and Utilities

This chapter discusses the automatic and manual programs available to assist
operation and diagnosis of the HS1CP controller subsystem, including the
following:

= Initialization and self-test routines
= Disk inline exerciser

= Tape inline exerciser

- VTDPY utility

- CONFIG utility

« Configuration menu

e Code Patch utility

= Firmware licensing system

< Fault Management utility

e CLONE utility

7.1 Initialization and Self-Test Routines
The controller initializes after any of the following conditions:
= Power is turned on.
= The firmware resets the controller.
= The operator presses the green Reset button.
= The host clears the controller.

Whenever the controller initializes, it steps through a three-phase series of tests
designed to detect any hardware or firmware faults. The three test areas are as
follows:

 Built-in self-test
e Core module integrity self-test
= Module integrity self-test DAEMON

Initialization time varies depending on your model of controller and what size
and type of cache module, if any, you are running. However, initialization always
completes in under 1 minute. Figure 7—1 shows the initialization process.
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Figure 7-1 Controller Initialization

i960 BIST
— POLICY PROCESSOR

CORE MIST

— READ/WRITE DIAGNOSTIC REGISTER
— PROGRAM CARD CONTENTS
- TIMER

— DUART

— DRAB/DRAM

— BUS PARITY

— REGISTERS

— JOURNAL SRAM

—1/D CACHE

— APPLY PATCHES

EXEC

prommmmseemnoaes oo
Iy
MIST DAEMON J
— DEVICE PORTS SELF-TEST \
— HOST PORT LOOP
— CACHE MODULE
— VALUE-ADDED FUNCTIONS

[

FUNCTIONAL CODE
CX0-3697C-MC

7.1.1 Built-In Self-Test

The controller begins initialization by executing its policy processor’s internal
built-in self-test (BIST). BIST always executes upon initialization, because it is
an integral part of the Intel® i960 chip microcode. BIST runs entirely from the
1960 chip and a small portion of the firmware program card.

Successful completion of BIST means the i960 chip is functioning properly. If
BIST fails, the controller shows no activity, and all port indicators on the front
panel are off. (The green reset LED is lit continuously.) BIST fails if an incorrect
program card is present.

7.1.2 Core Module Integrity Self-Test

After BIST completes successfully, initialization routines and diagnostics expand
to testing of the controller module itself. The tests are part of the program card
firmware and are known as core module integrity self-test (MIST).

Just before beginning core MIST, the controller reads the initial boot record
(IBR) to determine the address of hardware setup parameters and process control
information. After reading the IBR, the firmware within the program card is
initialized to the IBR parameters. Program card firmware then executes core
MIST as follows:

1. MIST checks the initial state of the read/write diagnostic register.
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The test validates program card contents by reading each memory location
and computing an error detection code (EDC). The test then compares the
computed EDC with a predetermined EDC. The program card contents are
valid if both EDCs match.

Core MIST then tests and/or checks module hardware attached to the buses:
= Timer operation.

< DUART operation.

< DRAB/DRAM (shared memory) operation.

— The test writes to and reads all legal addresses. Then, boundaries
are checked by attempting to access nonexistent addresses. To pass
this test, the first two megabytes of memory must test good. If bad
segments are found, the bad segments may divide total memory into
no more than 16 good, continuous sections.

— The test selects a device, then checks whether the bus has selected
that device.

— The test verifies that each allowable memory transfer size works and
that illegal transfer sizes do not.

= Bus parity.

= Registers. The test checks registers for frozen bits.

= Journal SRAM. The test writes to and reads all journal SRAM addresses.
= |I/D cache.

After core MIST successfully tests the program card and bus hardware,

the initialization routine loads the firmware into the first two megabytes

of controller shared memory. The initialization routine then uses the EDC
method to compare the memory contents with the program card to make sure
of a successful download.

The initialization routine applies any memory-resident code patches for this
firmware version, and updates the free memory list accordingly.

The 1960 chip is initialized to the new parameters (the ones read from the
IBR). At this time, control of initialization passes to the firmware executive
(EXEC). EXEC runs from controller shared memory.

If, at any time, a fault occurs during core MIST, the front panel displays a
code (refer to Chapter 6). In addition, register contents are displayed at the
terminal. The register contents should be reported to Digital Multivendor
Customer Services personnel to help with module troubleshooting and repair.

The following is an example of MIST diagnostic error output:

MIST Diag-err Error Code 0000000F
MIST Diag-err Parameter 1 01234567
MIST Diag-err Parameter 2 89ABCDEF
MIST Diag-err Parameter 3 00000001
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MIST Diag-err Master/Cache DRAB register contents:
MIST Diag-err DSR 2D170CBC, 2C17003D
MIST Diag-err CSR 00000000, 00000000
MIST Diag-err  DCSR 00000000, 00003402
MIST Diag-err DER 00001C00, 00001C76
MIST Diag-err EAR 00800000, 00000000
MIST Diag-err EDR 00800000, FFFFFFFF
MIST Diag-err ERR 0000002F, 00000000
MIST Diag-err RSR 09805432, 09805432
MIST Diag-err CHC 00000000, 00000000
MIST Diag-err CMC 00078006, 00000000

MIST Diag-err Read diagnostic register 0 E7FFFFFC
MIST Diag-err Read diagnostic register 1 FFFFFEFO
MIST Diag-err Write diagnostic register 0 C3FFF80F
MIST Diag-err Write diagnostic register 1 0002FF04

MIST Diag-err Halting.

7.1.3 Module Integrity Self-Test DAEMON

Once initialization control is passed to EXEC, EXEC calls the diagnostic and
execution monitor (DAEMON). DAEMON tests the device port hardware, host
port hardware, cache module, and value-added functions.

To test the device ports, DAEMON checks each NCR 53C710 SCSI processor
chip. Initialization continues unless all SCSI device ports fail testing. In
other words, it is possible for the controller to run with only one functioning
device port.

DAEMON tests the host port hardware by exercising the NCR 53C720, the
host processor chip. Initialization continues even if the host port tests fail.
However, DAEMON stops initialization if the dual universal asynchronous
receiver transmitter (DUART) test (from core MIST) and the host port tests
fail.

DAEMON tests the cache module as follows:

Note

The controller still functions if the cache module fails its testing. In
this case, the controller uses its on-board shared memory for caching
operations.

—  Write-back cache

DAEMON works in close conjunction with the cache manager, a program
that runs in the background of controller firmware. DAEMON first asks
the cache manager if unwritten cache data exists on the write-back cache.

If unwritten cache data does not exist, DAEMON tests the DRAB
(memory controller) on the cache module, followed by testing the write-
back cache batteries. After DAEMON completes, and functional code
takes control of the firmware, the cache manager tests the memory on the
cache. At least the first megabyte of the memory must test good, or the
cache is declared bad.

If unwritten cache data exists, DAEMON tests only the batteries, and
postpones other tests. Later, during functional code, the cache manager
flushes the unwritten cache data after testing the DRAB and memory.
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If cache is locked by the other controller (dual-redundant configurations),
then all cache DAEMON diagnostics are postponed. During functional
code, when the cache manager determines that the cache is unlocked, the
cache manager tests the DRAB, batteries, and memory.

— Read cache

DAEMON tests the DRAB (memory controller) on the read cache module.
After DAEMON completes, and functional code takes control of the

firmware, the cache manager tests the memory on the cache. At least the
first megabyte of the memory must test good, or the cache is declared bad.

— The tests run by DAEMON and the cache manager are summarized in
Table 7-1.

Table 7-1 Cache Module Testing

Test DAEMON Cache Manager
DRAB ¢ All memory is initialized. e No memory is initialized.
¢ Full address test. e Address test on diagnostic pages only.
Memory e Never invoked. e Always invokes all memory tests.
¢ Read only or read/write.
Battery o If battery is charged, full e If battery is charged, full battery
battery test. Otherwise, test except non-DRAB DRAM refresh

battery interrupt is checked. circuitry is not tested. Otherwise, battery
interrupt is checked.

DAEMON handles all interrupts and errors received during cache module
testing. If DAEMON receives any interrupt, it stops initialization. DAEMON
and/or the cache manager display any errors as a code on the front panel
(refer to Chapter 6).

= To make sure of proper RAID functions, DAEMON tests the XOR operations
of the value-added hardware and the associated buffer memory. Initialization
stops if this test fails.

After successful test completion, DAEMON releases control. At this time,
initialization is finished, and functional controller firmware takes over.

Self-Test

Self-test is a special function of DAEMON, when you set DAEMON to run in a
continuous loop. Self-test allows you to diagnose intermittent hardware failures,
because the loop continues until an error is detected. 1

In addition, self-test checks the controller hardware without affecting devices on
any ports. Digital recommends you run self-test from the maintenance terminal
because the host port disconnects once the controller begins self-test.

For self-test to properly execute, you must have a valid configuration and enable
the host paths.

To run self-test, enter one of the following commands (the command you need
depends on your configuration, which controller the terminal is connected to, and
which controller you wish to test.)

1 The DAEMON battery tests run only once per self-test. They do not repeat or loop.
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CAUTION

Do not use the OVERRIDE_ONLINE qualifier for the SELFTEST
command, as customer data may be overwritten.

CLI> SELFTEST THIS_CONTROLLER
CLI> SELFTEST OTHER_CONTROLLER

See Appendix E for more information on the command and its qualifiers.

When you run self-test, all outstanding 1/0O operations complete. The controller
also attempts to flush the cache. However, even if self-test fails to flush the cache,
the program continues to execute.

Self-test halts if it detects a fault. Otherwise, the self-test loop continues until
you press the Reset button or cycle the controller power off and on, after which
the controller reinitializes.
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7.2 Disk Inline Exerciser

The disk inline exerciser (DILX) is a diagnostic tool used to exercise the data
transfer capabilities of selected disks connected to an HS1CP. DILX exercises
disks in a way that simulates a high level of user activity. Using DILX, you can
read and write to all customer-available data areas. DILX also runs on CD—ROM
read-only mode. Thus, DILX is used to determine the health of a controller and
the disks connected to it and to acquire performance statistics. You can run DILX
from a maintenance terminal, virtual terminal, or VCS.

DILX allows for autoconfiguring of drives. This allows for quick configuring and
testing of all units at once. Please be aware that customer data is lost by running
this test. Digital recommends using only the Auto-Configure option during initial
installations.

DILX tests logical units that can consist of storagesets of multiple physical
devices. Error reports identify the logical units, not the physical devices.
Therefore, if errors occur while running against a unit, its storageset must
be reconfigured as individual devices, and then DILX run again, against the
individual devices.

There are no limitations on the number of units DILX can test at one time.
However, Digital recommends using DILX only when no host activity is present.
If you must run DILX during a live host connection, you should limit your
testing to no more than half of any controller’s units at one time. This conserves
controller resources and minimizes performance degradation on the live units you
are not testing.

DILX and the tape inline exerciser (TILX) can run concurrently with one initiated
from a maintenance terminal and the other from a virtual terminal connection.
Digital recommends, however, that the exercisers not be run while normal 1/0
operations are in progress, as system performance degrades due to the heavy load
the exercisers impose on the controller.

7.2.1 Invoking DILX
Note

Before running DILX, be sure that all units that you wish to test have
been dismounted from the host.

The following describes how to invoke DILX from a maintenance terminal at
the CLI> prompt or from a VCS, or from a virtual terminal through a DUP
connection:

e To invoke DILX from a maintenance terminal, enter the following command
at the CLI> prompt:

CLI> RUN DILX

= To invoke DILX from a maintenance terminal using a VCS, enter the
following command at the CLI> prompt:

CLI> VCS CONNECTode-name

where node-name is the controller’s SCS node name.
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Consult the VAXcluster Console System User’s Guide for complete details on
using a VCS.

Note

The node name must be specified for a VCS.

e To invoke DILX from a virtual terminal using a DUP connection, enter the
following command (for the OpenVMS operating system):

$ SET HOST/DUP/SERVER=MSCP$DUP/TASK=DILXCS_nodename

Specify the controller’s SCS node-name to indicate where DILX executes.

7.2.2 Interrupting DILX Execution
Use the following guidelines to interrupt DILX execution:

Note

The symbol “~" is equivalent to the Ctrl key. You must press and hold the
Ctrl key and type the character key given.

Note

Do not use Ctrl/G from a VCS, because it causes VCS to terminate. VCS
acts on the sequence, and the sequence never is sent to DILX. Use Ctrl/T
when invoking DILX from a VCS.

e Ctrl/G causes DILX to produce a performance summary. DILX continues
normal execution without affecting the runtime parameters.

e Ctrl/C causes DILX to produce a performance summary, stop testing, and ask
the “reuse parameters” question.

e Ctrl/Y causes DILX to abort. The “reuse parameters” question is not asked.
e Ctrl/T causes DILX to produce a performance summary. DILX then continues
executing normally without affecting any of the runtime parameters.

7.2.3 DILX Tests
There are two DILX tests, as follow:

< The Basic Function test
e The User-Defined test

7.2.3.1 Basic Function Test—DILX

The Basic Function test for DILX executes in three or four phases. The four
phases are as follow:

= Initial Write Pass—Is the only optional phase and always is executed first
(if selected). The initial write pass writes the selected data patterns to the
entire specified data space or until the DILX execution time limit is reached.
Once the initial write pass has completed, it is not reexecuted no matter how
long the DILX execution time is set. The other phases are reexecuted on a
10-minute cycle.
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= Random I/O—Simulates typical 1/O activity with random transfers from
one byte to the maximum size I/O possible with the memory constraints
under which DILX runs. Note that the length of all 1/Os is in bytes and is
evenly divisible by the sector size (512 bytes). Read, write, access, and erase
commands are issued using random logical block numbers (LBNS).

In the read/write mode, DILX issues the read and write commands in the
ratio specified previously under read/write ratio, and issues access and erase
commands in the ratio specified previously under access/erase ratio.

When read-only mode is chosen, only read and access commands are issued.

If compare operations are enabled, they are performed on write and read
commands using the data compare modifier and DILX internal checks. The
percentage of compares to perform can be specified. This phase is executed 60
percent of the time. It is the first phase executed after the initial write pass
has completed. It is reexecuted at 10-minute intervals with each cycle lasting
approximately 6 minutes.

Intervals are broken down into different cycles. The interval is repeated until
the user-selected time interval expires.

< 10 min >
<------6 min Random 1/0-----><--2 min Data Inten--><--2 min Seek Inten--->

= Data Intensive—Designed to test disk throughput by selecting a starting
LBN and repeating transfers to the next sequential LBN that has not been
written to by the previous 1/0. The transfer size of each 1/O equals the
maximum sized 1/O that is possible with the memory constraints DILX must
run under. This phase continues performing spiraling 1/0O to sequential
tracks.

Read and write commands are issued in read/write mode. This phase is
executed 20 percent of the time after the initial write pass has completed.
This phase always executes after the random 1/0O phase. It is reexecuted at
10-minute intervals with each cycle approximately 2 minutes.

= Seek Intensive—Designed to stimulate head motion on the selected disk
units. Single sector erase and access commands are issued if the test is write
enabled. Each 1/0O uses a different track on each subsequent transfer. The
access and erase commands are issued in the ratio that you selected using the
access/erase ratio parameter. This phase is executed 20 percent of the time
after the initial write pass has completed. This phase always executes after
the data intensive 1/O phase. It is reexecuted at 10-minute intervals with
each cycle approximately 2 minutes.

7.2.3.2 User-Defined Test—DILX
CAUTION

The User-Defined test must be run only by very knowledgeable personnel.
Otherwise, customer data can be destroyed.

When this test is selected, DILX prompts you for input to define a specific test. In
the DILX User-Defined test, a total of 20 or fewer 1/O commands can be defined.
Once all of the commands are issued, DILX issues the commands again in the
same sequence. This is repeated until the selected time limit is reached. As

you build the test, DILX collects the following information from you for each
command:
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The I/O command name (write, read, access, erase, or quit). Note that quit is
not a command; instead it indicates to DILX that you have finished defining
the test.

The starting LBN.
The size of the 1/0 in 512 byte blocks.

The MSCP command modifiers.

7.2.4 DILX Test Definition Questions

The following text is displayed when running DILX. The text includes questions
that are listed in the approximate order that they are displayed on your terminal.
These questions prompt you to define the runtime parameters for DILX.

Note

Defaults for each question are given inside []. If you press the Return key
as a response to a question, the default is used as the response.

After DILX has been started, the following message describing the Auto-Configure
option is displayed:

The Auto-Configure option will automatically select, for testing, half

or all of the disk units configured. It will perform a very thorough

test with *WRITES* enabled. The user will only be able to select the
run time and performance summary options and whether to test a half or
full  configuration. The user will not be able to specify specific

units to test. The Auto-Configure option is only recommended for

initial installations. It is the first question asked.

Do you wish to perform an Auto-Configure (y/n) [n] ?

Explanation: Enter “Y” if you wish to invoke the Auto-Configure option.

DILX next displays the following information:

If you want to test a dual redundant subsystem, it is recommended that
you pick option 2 on the first controller and then option 2 on the
other controller. Auto-Configure options are:

1. Configure all disk units for testing. This is recommended for a
single controller subsystem.

2. Configure half of all disk units for testing. This is recommended
for a dual controller subsystem.

3. Exit Auto-Configure and DILX.

Enter Auto-Configure option (1:3) [3] ?

Explanation: This is self-explanatory.

After you enter the desired Auto-Configure option, DILX displays the
following caution statement:

**CAUTION*
All data on the Auto-Configured disks will be destroyed. You *MUST* be sure
of yourself.
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Are you sure you want to continue (y/n) [n] ?

Explanation: This question is asked only if the Auto-Configure option was
selected and if the user selected Auto-Configure option 1 or 2 as described in
the last question above.

Use All Defaults and Run in Read Only Mode (y/n)[y]?

Explanation: Enter “Y” to use the defaults for DILX and run in read-only
mode. Most of the other DILX questions are not asked. Enter “N” and the
defaults are not used. You then must answer each question as it is displayed.
The following defaults are assumed for all units selected for testing:

= Execution time limit is 10 minutes.
= Performance summary interval is 10 minutes.

= Displaying hard or soft error Error Information Packets (EIPs) and end
messages is disabled.

= The hard error limit is 65535. Testing stops if the limit is reached.
= A hex dump of the extended error log information is disabled.

e The I/O queue depth is 4. A maximum of 4 1/Os is outstanding at any
time.

= The selected test is identical to the Basic Function Test.
= Mode is read-only.
= All user available LBNs are available for testing.

= Data compares are disabled.

Enter the execution time limit in minutes (1:65535)[10]?

Explanation: Enter the desired time you want DILX to run. The default run
time is 10 minutes.

Enter performance summary interval in minutes (1:65535)[10]?

Explanation: Enter a value to set the interval for which a performance
summary is displayed. The default is 10 minutes.

Include performance statistics in performance summary (y/n)[n]?

Explanation: Enter “Y” to see a performance summary that includes the
performance statistics that include the total count of read, write, access, and
erase 1/0O requests and the kilobytes transferred for each command. Enter
“N"” and no performance statistics are displayed.

Display hard/soft errors (y/n)[n]?

Explanation: Enter “Y” to enable error reporting, including end messages
and EIPs. Enter “N” to disable error reporting, including end messages and
EIPs. The default is disabled error reporting.

Display hex dump of Event Information Packet requester specific
information (y/n)[n]?

Explanation: Enter “Y” to enable the hex dump display of the requester
specific information contained in the EIP. Enter “N” to disable the hex dump.
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When the hard error limit is reached, the unit will be dropped from testing.
Enter hard error limit (1:65535) [65535] ?
Explanation: Enter a value to specify the hard error limit for all units to
test. This question is used to obtain the hard error limit for all units under
test. If the hard error limit is reached, DILX discontinues testing the unit
that reaches the hard error limit. If other units are currently being tested by
DILX, testing continues for those units.

When the soft error limit is reached, soft errors no longer display
but testing will continue for the unit. Enter soft error limit (1:65535) [32] ?

Explanation: Enter a value to specify the soft error limit for all units under
test. When the soft error limit is reached, soft errors are no longer displayed,
but testing continues for the unit.

Enter 10 queue depth (1:12) [4]?

Explanation: Enter the maximum number of outstanding I/Os for each unit
selected for testing. The default is 4.

Enter unit number to be tested?
Explanation: Enter the unit number for the unit to be tested.

Note

When DILX asks for the unit number, it requires the number designator
for the disk, where D117 would be specified as unit number 117.

Unit x will be write enabled.

Do you still wish to add this unit (y/n) [n]?
Explanation: This is a reminder of the consequences of testing a unit while
it is write enabled. This is the last chance to back out of testing the displayed
unit. Enter “Y” to write enable the unit. Enter “N” to back out of testing that
unit.

Select another unit (y/n) [n]?

Explanation: Enter “Y” to select another unit for testing. Enter “N” to begin
testing the units already selected. The system displays the following test
selections:

***Available tests are:
1. Basic Function
2. User Defined Test

Use the Basic Function 99.9% of the time. The User Defined
test is for special problems only.

Enter test number (1:2) [1]?

Explanation: Enter “1” for the Basic Function test or “2" for the User-
Defined test. After selecting a test, the system displays the following
message:

* IMPORTANT * If you answer yes to the next question, user data
WILL BE destroyed.
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Write enable disk unit (y/n) [n] ?

Explanation: Enter "Y” to write enable the unit. Write commands are
enabled for the currently selected test. Data within your selected LBN range
will be destroyed. Be sure of your actions before answering this question. This
guestion applies to all DILX tests. Enter “N” to enable read only mode, in
which read and access commands are the only commands enabled.

Perform initial write (y/n) [n] ?

Explanation: Enter “Y” to write to the entire user-selected LBN range with
the user-selected data patterns. Enter “N” for no initial write pass.

If you respond with “Y,” the system performs write operations starting at the
lowest user-selected LBN and issues spiral 1/0s with the largest byte count
possible. This continues until the specified LBN range has been completely
written. Upon completion of the initial write pass, normal functions of the
Random 1/O phase start. The advantage of selecting the initial write pass is
that compare host data commands can then be issued and the data previously
written to the media can be verified for accuracy. It makes sure that all LBNs
within the selected range are accessed by DILX.

The disadvantage of using the initial write pass is that it may take a long
time to complete, because a large LBN range was specified. You can bypass
this by selecting a smaller LBN range, but this creates another disadvantage
in that the entire disk space is not tested. The initial write pass applies only
to the Basic Function test.

The write percentage will be set automatically.
Enter read percentage for random 10 and data intensive phase (0:100) [67] ?

Explanation: This question is displayed if read/write mode is selected. It
allows you to select the read/write ratio to use in the Random 1/0O and Data
Intensive phases. The default read/write ratio is similar to the 1/O ratio
generated by a typical OpenVMS system.

Enter data pattern number O=all, 19=user_defined, (0:19) [0] ?

Explanation: The DILX data patterns are used in write commands. This
question is displayed when write operations are enabled for the Basic
Function or User-Defined tests. There are 18 unique data patterns to select
from. These patterns were carefully selected as worst case or most likely to
produce errors for disks connected to the controller. (See Table 7-2 for a list
of data patterns.) The default uses all 18 patterns in a random method. This
guestion also allows you to create a unique data pattern of your own choice.

Enter the 8-digit hexadecimal user defined data pattern [] ?

Explanation: This question is displayed only if you choose to use a user-
defined data pattern for write commands. The data pattern is represented in
a longword and can be specified with eight hexadecimal digits.

Enter start block number (0:highest_Ibn_on_the_disk) [0] ?

Explanation: Enter the starting block number of the area on the disk you
wish DILX to test. Zero is the default.
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Enter end block number (starting_lbn:highest_Ibn_on_the_disk)
[highest_Ibn_on_the_disk] ?
Explanation: Enter the highest block number of the area on the disk you
wish DILX to test. The highest block humber (of that type of disk) is the
default.

Perform data compare (y/n) [n] ?

Explanation: Enter “Y” to enable the use of the compare modifier bit with
read and write commands. Enter “N” and no data compare operations are
done.

This question applies only to the Basic Function test. If the compare modifier
is set on write commands, the data is written to the disk. The data is then
read from the disk and compared against the corresponding DILX buffers.
On read commands, the data is read from the disk into the DILX buffers,
read again, then compared against the corresponding DILX buffers. If a
discrepancy is found, an error is reported. If the initial write was chosen for
the Basic Function test and you enter “Y” to this question, compare host data
commands are then enabled and data previously written to the media are
verified for accuracy.

Enter compare percentage (1:100) [5] ?

Explanation: This question is displayed only if you choose to perform data
compares. This question allows you to change the percentage of read and
write commands that have a data compare operation performed. Enter a
value indicating the compare percentage. The default is 5.

The erase percentage will be set automatically.
Enter access percentage for Seek Intensive Phase (0:100) [90] ?

Explanation: This question applies only to the Seek Intensive phase if
writes are enabled. It allows you to select the percentage of access and erase
commands to be issued. Enter a value indicating the access percentage.

Enter command number X (read, write, access, erase, quit) [] ?
Explanation: This question applies only to the User-Defined test. It allows
you to define command x as a read, write, access, or erase command. Enter
quit to finish defining the test.

Enter starting LBN for this command (0:highest_Ibn_on_the_disk) [] ?
Explanation: This question applies only to the User-Defined test. It allows
you to set the starting LBN for the command currently being defined. Enter
the starting LBN for this command.

Enter the 10 size in 512 byte blocks for this command (1:size_in_blocks) [] ?

Explanation: This question applies only to the User-Defined test. It allows
you to set the 1/O size in 512-byte blocks for the command currently being
defined. Enter values indicating the 1/O size for this command.

Enter in HEX, the MSCP Command Modifiers[0] ?

Explanation: This question applies only to the User-Defined test. It allows
you to specify the MSCP command modifiers. You must understand the
meaning of the MSCP command modifiers before you enter any value other
than the default.
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Reuse parameters (stop, continue, restart, change_unit) [stop] ?

Explanation: This question is displayed after the DILX execution time limit
expires, after the hard error limit is reached for every unit under test, or after
you enter Ctrl/C. These options are as follows:

e Stop—DILX terminates normally.

e Continue—DILX resumes execution without resetting the remaining
DILX execution time or any performance statistics. If the DILX execution
time limit has expired, or all units have reached their hard error limit,
DILX terminates.

= Restart—DILX resets all performance statistics and restarts execution so
that the test performs exactly as the one that just completed. However,
there is one exception. If the previous test was the Basic Function test
with the initial write pass and the initial write pass completed, the initial
write pass is not performed when the test is restarted.

e Change_unit—DILX allows you to drop or add units to testing. For
each unit dropped, another unit must be added, until all units in the
configuration have been tested. The unit chosen will be tested with
the same parameters that were used for the unit that was dropped
from testing. When you have completed dropping and adding units, all
performance statistics are initialized and DILX execution resumes with
the same parameters as the last run.

Drop unit #x (y/n) [n] ?

Explanation: This question is displayed if you choose to change a unit as an
answer to the reuse parameters (previous) question. Enter the unit number
that you wish to drop from testing.

The new unit will be write enabled. Do you wish to continue (y/n) [n] ?

Explanation: This question is displayed if you choose to change a unit as an
answer to the reuse parameters question. It is asked only if the unit being
dropped was write enabled. This question gives you the chance to terminate
DILX testing if you do not want data destroyed on the new unit. Enter “N” to
terminate DILX.

7.2.5 DILX Output Messages
The following message is displayed when DILX is started:
Disk Inline Exerciser - version 2.0
This message identifies the internal program as DILX and gives the DILX

software version number.

Change Unit is not a legal option if Auto-Configure was chosen.

Explanation: This message is displayed if the user selects the Auto-
Configure option and selects the “change unit response” to the “reuse
parameters” question. You cannot drop a unit and add a unit if all units
were selected for testing.

DILX - Normal Termination.

Explanation: This message is displayed when DILX terminates under
normal conditions.
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Insufficient resources.
Explanation: Following this line is a second line that gives more information
about the problem, which could be one of the following messages:
= Unable to allocate memory.

DILX was unable to allocate the memory it needed to perform DILX
tests. You should run DILX again but choose a lower queue depth
and/or choose fewer units to test.

= Cannot perform tests.

DILX was unable to allocate all of the resources needed to perform
DILX tests. You should run DILX again but choose a lower queue
depth and/or choose fewer units to test.

= Unable to change operation mode to maintenance.

DILX tried to change the operation mode from normal to maintenance
using the SYSAP$CHANGE_STATE() routine but was not successful
due to insufficient resources. This problem should not occur. If it does
occur, submit a CLD (error report), then reset the controller.

Disk unit x does not exist.

Explanation: An attempt was made to allocate a unit for testing that does
not exist on the controller.

Unit x successfully allocated for testing.

Explanation: All processes that DILX performs to allocate a unit for testing,
have been completed. The unit is ready for DILX testing.

Unable to allocate unit.

Explanation: This message should be preceded by a reason the unit could
not be allocated for DILX testing.

DILX detected error, code x.

Explanation: The “normal” way DILX recognizes an error on a unit is
through the reception of an EIP. This loosely corresponds to an MSCP error
log. However, the following are some errors that DILX detects without the
reception of an EIP:

< lllegal Data Pattern Number found in data pattern header. Unit x

This is code 1. DILX read data from the disk and found that the data
was not in a pattern that DILX previously wrote to the disk.

= No write buffers correspond to data pattern Unit x.

This is code 2. DILX read a legal data pattern from the disk at a
place where DILX wrote to the disk, but DILX does not have any
write buffers that correspond to the data pattern. Thus, the data have
been corrupted.

e Read data do not match what DILX thought was written to the media.
Unit x.

This is code 3. DILX writes data to the disk and then reads it and
compares it against what was written to the disk. This indicates a
compare failure. More information is displayed to indicate where in
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the data buffer the compare operation failed and what the data was
and should have been.

< Compare Host Data should have reported a compare error but did not.
Unit x

This is code 4. A compare host data compare was issued in a way that
DILX expected to receive a compare error but no error was received.

DILX terminated. A termination, a print summary, or a reuse parameters
request was received but DILX is currently not testing any units.

Explanation: The user entered Ctrl/Y (termination request), Ctrl/G (print
summary request), or Ctrl/C (reuse parameters request) before DILX had
started to test units. DILX cannot satisfy the second two requests so DILX
treats all of these requests as a termination request.

DILX will not change the state of a unit if it is not NORMAL.

Explanation: DILX cannot allocate the unit for testing, because it is
already in Maintenance mode. (Maintenance mode can be invoked only by
the firmware. If another DILX session is in use, the unit is considered in
Maintenance mode.)

Unit is not available - if you dismount the unit from the host, it may
correct this problem.

Explanation: The unit has been placed online by another user (or host) or
the media is not present. The most common reason for this message is that
the unit is mounted on the host.

Unit x is online to other controller.

Explanation: The unit has been placed online by another user (or host) that
is accessing it through the other controller. The most common reason for this
message is that the unit is mounted on the host, or DILX is running on the
other controller and has the unit allocated for testing.

Soft error reporting disabled. Unit x.

Explanation: This message indicates that the soft error limit has been
reached and therefore no more soft errors will be displayed for this unit.

Hard error limit reached, unit x dropped from testing.

Explanation: This message indicates that the hard error limit has been
reached and the unit must be dropped from testing.

Soft error reporting disabled for controller errors.

Explanation: This message indicates that the soft error limit has been
reached for controller errors. Thus, controller soft error reporting is disabled.

Hard error limit reached for controller errors. All units dropped from
testing.
Explanation: This message is self-explanatory.

Unit is already allocated for testing.
Explanation: This message is self-explanatory.
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No drives selected.

Explanation: DILX parameter collection was exited without choosing any
units to test.

Maximum number of units are now configured.

Explanation: This message is self-explanatory. (Testing starts after this
message is displayed.)

Unit is write protected.

Explanation: The user wants to test a unit with a write commands, or erase
commands, or both enabled but the unit is write protected.

The unit status and/or the unit device type has changed unexpectedly.
Unit x dropped from testing.

Explanation: The unit status may change if the unit experienced hard
errors or if the unit is disconnected. Either way, DILX cannot continue
testing the unit.

Last Failure Information follows. This error was NOT produced by running
DILX. It represents the reason why the controller crashed on the previous

Explanation: This message may be displayed while allocating a unit for
testing. It does not indicate any reason the unit is or is not successfully
allocated, but rather represents the reason the controller went down in the
previous run. The information that follows this message is the contents of an
EIP.

Disk unit numbers on this controller include:

Explanation: After this message is displayed, a list of disk unit numbers on
the controller is displayed.

10 to unit x has timed out. DILX aborting.

Explanation: One of the DILX 1/Os to this unit did not complete within the
command timeout interval and when examined, was found not progressing.
This indicates a failing controller.

DILX terminated prematurely by user request.

Explanation: Ctrl/Y was entered. DILX interprets this as a request to
terminate. This message is displayed and DILX terminates.

Unit is owned by another sysap.

Explanation: DILX could not allocate the unit specified, because the unit
is currently allocated by another system application. Terminate the other
system application or reset the controller.

Exclusive access is declared for this unit.

Explanation: The unit could not be allocated for testing, because exclusive
access has been declared for the unit.

The other controller has exclusive access declared for this unit.
Explanation: This message is self-explanatory.
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This unit is marked inoperative.

Explanation: The unit could not be allocated for testing, because the
controller internal tables have the unit marked as inoperative.

The unit does not have any media present.

Explanation: The unit could not be allocated for testing, because no media
is present.

The RUNSTOP_SWITCH is set to RUN_DISABLED.

Explanation: The unit could not be allocated for testing, because the
RUNSTOP_SWITCH is set to RUN_DISABLED. This is enabled and disabled
through the Command Line Interpreter (CLI).

Unable to continue, run time expired.

Explanation: A continue response was given to the “reuse parameters”
question. This is not a valid response if the run time has expired. Reinvoke
DILX.

Unit x is not operational.
Explanation: This message is self-explanatory.

When DILX starts to exercise the disk units, the following message is displayed
with the current time of day:

DILX testing started at: XX:xx:xx
Test will run for x minutes
Type AT(if running DILX through a VCS) or “G(in all other cases)
to get a current performance summary
Type ~C to terminate the DILX test prematurely
Type "Y to terminate DILX prematurely

7.2.6 DILX End Message Display

To interpret the end message fields correctly, you must contact Digital
Multivendor Customer Services. Example 7-1 is an example of a DILX end
message display.

Example 7-1 DILX End Message Display

Bad Value Added Completion Status for unit x, End message in hex

Event Code X
Op Code X
Cmd Ref Number X
Byte Count X
Error Byte Count X
Sequence Number X
Flags X
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7.2.7 DILX Error Information Packet Displays

A DILX EIP display may not include a hex dump of the Requestor Specific Data.
This is an option you can select as a DILX parameter.

The EIP will be in one of the following formats that corresponds to MSCP error

log formats:
= Controller Error
e Memory Error

e Disk Transfer Error

= Bad Block Replacement (BBR) Attempt Error

Examples 7-2 through 7-5 are examples of each display. Each display includes
the optional requestor specific information. In all cases, the instance code,
template type, and all requestor specific information correspond to event
(error) log device dependent parameters, while everything else has a one-to-one
correspondence to error log fields. See Appendix C for a translation of these

codes.

Example 7-2 Controller Error

Error Information Packet in hex

Cmd Ref Number X

Unit Number

Log Sequence

Format

Flags

Event Code

Controller 1D X

Controller SW ver X
X
X

< X x x X

Controller HW ver

Multi Unit Code

Instance X
Template Type X
Requestor Information Size x
Requestor Specific Data bytes 0 7
Requestor Specific Data bytes 8 15

Reduestor Specific Data bytes xx xx
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Example 7-3 Memory Error

Error Information Packet in hex

Cmd Ref Number
Unit Number

Log Sequence
Format

Flags

Event Code
Controller 1D
Controller SW ver
Controller HW ver
Multi Unit Code
Memory Address
Instance
Template Type

X

< X x x X

X
X
X
X

X
X
X

Requestor Information Size x
Requestor Specific Data bytes 0 7 XX XX XX XX XX XX XX XX
Requestor Specific Data bytes 8 15 XX XX XX XX XX XX XX XX

Requestor Specific Data bytes xx XX XX XX XX XX XX XX XX XX

Example 7-4 Disk Transfer Error

Error Information Packet in hex

Cmd Ref Number
Unit Number

Log Sequence
Format

Flags

Event Code
Controller 1D
Controller SW ver
Controller HW ver
Multi Unit Code
Unit ID[0]

Unit ID[1]

Unit Software Rev
Unit Hardware Rev
Recovery Level
Retry Count
Serial Number
Header Code
Instance

Template Type

X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X

Requestor Information Size x
Requestor Specific Data bytes 0 7 XX XX XX XX XX XX XX XX
Requestor Specific Data bytes 8 15 XX XX XX XX XX XX XX XX

Requestor Specific Data bytes xx XX XX XX XX XX XX XX XX XX
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Example 7-5 Bad Block Replacement Attempt Error

Error Information Packet in hex

Cmd Ref Number X

Unit Number X

Log Sequence X
Format X

Flags X

Event Code X
Controller 1D X

Controller SW ver X
Controller HW ver X

Multi Unit Code X

Unit ID[0] X

Unit ID[1] X

Unit Software Rev X

Unit Hardware Rev X

Replace Flags X

Serial Number X

Bad LBN X

Old RBN X

New RBN X
Cause X
Instance X
Template Type X
Requestor Information Size x
Requestor Specific Data bytes 0 7 XX XX XX XX XX XX XX XX
Requestor Specific Data bytes 8 15 XX XX XX XX XX XX XX XX

Requestor Specific Data bytes xx XX XX XX XX XX XX XX XX XX

7.2.8 DILX Data Patterns

Table 7-2 defines the data patterns used with the DILX Basic Function or
User-Defined tests. There are 18 unique data patterns. These data patterns
were selected as worst case, or the ones most likely to produce errors on disks
connected to the controller.
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Table 7-2 DILX Data Patterns

Pattern Number

Pattern in Hexadecimal Numbers

1
2
3
4
5, shifting 1s

6, shifting Os

7, alternating 1s, Os

10
11

12
13, ripple 1

14, ripple O
15
16
17

18

0000
8B8B
3333
3091

0001, 0003, 0007, 000F, 001F, 003F, 007F, 00FF, O1FF,
03FF, 07FF, OFFF, 1FFF, 3FFF, 7FFF

FIE, FFFC, FFFC, FFFC, FFEO, FFEO, FFEO, FFEO, FEQO,
FCO00, F800, FO00, FO00, C000, 8000, 0000

0000, 0000, 0000, FFFF, FFFF, FFFF, 0000, 0000, FFFF,
FFFF, 0000, FFFF, 0000, FFFF, 0000, FFFF

B6D9

5555, 5555, 5555, AAAA, AAAA, AAAA, 5555, 5555, AAAA,
AAAA, 5555, AAAA, 5555, AAAA, 5555, AAAA, 5555

DB6C

2D2D, 2D2D, 2D2D, D2D2, D2D2, bD2D2, 2D2D, 2D2D,
D2D2, D2D2, 2D2D, D2D2, 2D2D, D2D2, 2D2D, D2D2

6DB6

0001, 0002, 0004, 0008, 0010, 0020, 0040, 0080, 0100, 0200,
0400, 0800, 1000, 2000, 4000, 8000

FIE, FFFD, FFFB, FFF7, FFEF, FFDF, FFBF, FF7F, FEFF,
FDFF, FBFF, F7FF, EFFF, BFFF, DFFF, 7FFF

DB6D, B6DB, 6DB6, DB6D, B6DB, 6DB6, DB6D, B6DB,
6DB6, DB6D, B6DB, 6DB6, DB6D

3333, 3333, 3333, 1999, 9999, 9999, B6D9, B6D9, B6D9,
B6D9, FFFF, FFFF, 0000, 0000, DB6C, DB6C

9999, 1999, 699C, E99C, 9921, 9921, 1921, 699C, 699C,
0747, 0747, 0747, 699C, E99C, 9999, 9999

FFFF

Default—Use all of the above patterns in a random method

7.2.9 DILX Examples

This section provides DILX examples using different options.

7.2.9.1 DILX Example—Using All Defaults

In Example 7-6, DILX is run using all defaults. DILX is executed in read-only
mode. No data on the units under test are destroyed. The entire user-available
LBN range on each disk is accessible for DILX testing. DILX was invoked from a

maintenance terminal.
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Example 7-6 Using All Defaults—DILX

CLI> SHOW DISK

Name Type Port Targ LUN Used by
DISK100 disk 1 0 0 D10
DISK120 disk 1 2 0 D12
DISK140 disk 1 4 0 D14
DISK210 disk 2 1 0 D21
DISK230 disk 2 3 0 D23
DISK610 disk 6 1 0 D61
DISK630 disk 6 3 0 D63
CLI> RUN DILX

Disk Inline Exerciser - version 2.0

The Auto-Configure option automatically selects, for testing, half or

all of the disk units configured. It performs a very thorough test with
*WRITES* enabled. The user is able to select only the run time and
performance summary options and whether to test a half or full
configuration. The user will not be able to specify specific units to test.
The Auto-Configure option is recommended only for initial installations.

Do you wish to perform an Auto-Configure (y/n) [n] ? N
Use all defaults and run in read only mode (y/n) [y] ? Y
Disk unit numbers on this controller include:
10
12
14
21
23
61
63
Enter unit number to be tested ? 10
Unit 10 successfully allocated for testing
Select another unit (y/n) [n] ? Y
Enter unit number to be tested ? 12
Unit 12 successfully allocated for testing
Select another unit (y/n) [n] ? N

DILX testing started at: 13-JAN-1993 04:47:57

Test will run for 10 minutes

Type T(if running DILX through VCS) or *G(in all other cases)
to get a current performance summary

Type "C to terminate the DILX test prematurely

Type "Y to terminate DILX prematurely

DILX Summary at 13-JAN-1993 04:49:14
Test minutes remaining: 9, expired: 1

Unit 10 Total 10 Requests 4530
No errors detected
Unit 12 Total 10 Requests 2930
No errors detected
Reuse Parameters (stop, continue, restart, change_unit) [stop] ?

DILX - Normal Termination
CLI>

7.2.9.2 DILX Example—Using All Functions

In Example 7-7, all functions are chosen for DILX. DILX was invoked from the
virtual terminal using the DUP connection from an OpenVMS system. This is an
extensive (long) run because the initial write pass was chosen, and because there
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was enough time for the initial write pass to complete and for normal testing to
continue for a reasonable length of time after the initial write pass.

CAUTION

This test writes to disks. All user data will be destroyed.

Example 7-7 All Functions—DILX

$ SHOW CLUSTER/CONTINUOUS
View of Cluster from system ID 9038 node: ENGHRN 7-APR-1993 14:54:01
SYSTEMS MEMBERS
NODE SOFTWARE  STATUS

ENGHRN VMS V55 MEMBER
FORCE  HSC V700

WODWND VMS V55 MEMBER
CYMBAL VMS V5.5 MEMBER
LUTE VMS V5.5 MEMBER
MASS2  HSICP HS1CP2
MASS1  HSICP HSI1CP1

(Entered Ctrl/C here.)

DUP> SET HOST/DUP/SERVER=MSCP$DUP MASS1/TASK=DILX
%HSCPAD-I-LOCPROGEXE, Local program executing - type M to exit

Disk Inline Exerciser - version 2.0

The Auto-Configure option automatically selects, for testing, half or

all of the disk units configured. It performs a very thorough test with
*WRITES* enabled. The user is able to select only the run time and
performance summary options and whether to test a half or full
configuration. The user is not able to specify specific units to test.
The Auto-Configure option is only recommended for initial installations.

Do you wish to perform an Auto-Configure (y/n) [n] ?

Use all defaults and run in read only mode (y/n) [y] ? N

Enter execution time limit in minutes (1:65535) [10] ? 45

Enter performance summary interval in minutes (1:65535) [10] ? 45
Include performance statistics in performance summary (y/n) [n] ? Y
Display hard/soft errors (y/n) [n] ? Y

Display hex dump of Error Information Packet requester specific
information (y/n) [n] ? Y
When the hard error limit is reached, the unit will be dropped from testing.
Enter hard error limit (1:65535) [65535] ?
When the soft error limit is reached, soft errors no longer will
be displayed but testing will continue for the unit.
Enter soft error limit (1:65535) [32] ?
Enter 10 queue depth (1:20) [4] ? 10
*** Available tests are:
1. Basic Function
2. User Defined

Use the Basic Function test 99.9% of the time. The User Defined
test is for special problems only.
Enter test number (1:2) [1] ? 1

**CAUTION**
If you answer yes to the next question, user data WILL BE destroyed.

(continued on next page)
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Example 7-7 (Cont.) All Functions—DILX

Write enable disk unit(s) to be tested (y/n) [n] ? Y
The write percentage will be set automatically.
Enter read percentage for Random |0 and Data Intensive phase (0:100) [67] ?
Enter data pattern number 0=ALL, 19=USER_DEFINED, (0:19) [0] ?
Perform initial write (y/n) [n] ? Y
The erase percentage will be set automatically.
Enter access percentage for Seek Intensive phase (0:100) [90] ?
Perform data compare (y/n) [n] ? Y
Enter compare percentage (1:100) [5] ?
Disk unit numbers on this controller include:

10

12

14

21

23

61

63
Enter unit number to be tested ? 10
Unit 10 will be write enabled.
Do you still wish to add this unit (y/n) [n] ? Y
Enter start block number (0:1664214) [0] ?
Enter end block number (0:1664214) [1664214] ?
Unit 10 successfully allocated for testing

Select another unit (y/n) [n] ? Y

Enter unit number to be tested ? 12

Unit 12 will be write enabled.

Do you still wish to add this unit (y/n) [n] ? Y

Enter start block number (0:832316) [0] ?
Enter end block number (0:832316) [832316] ?
Unit 12 successfully allocated for testing
Select another unit (y/n) [n] ? N

DILX testing started at: 13-JAN-1993 04:52:26

Test will run for 45 minutes

Type ~T(if running DILX through VCS) or "G(in all other cases)
to get a current performance summary

Type "C to terminate the DILX test prematurely

Type Y to terminate DILX prematurely

DILX Summary at 13-JAN-1993 04:56:20
Test minutes remaining: 42, expired: 3

Unit 10 Total 10 Requests 40794
Read Count 0  Write Count 40793
Access Count 0  Erase Count 0
KB xfer Read 0 Write 326344  Total 326344
No errors detected
Unit 12 Total 10 Requests 13282
Read Count 0  Write Count 13281
Access Count 0  Erase Count 0
KB xfer Read 0 Write 106248  Total 106248
No errors detected
Reuse Parameters (stop, continue, restart, change_unit) [stop] ?

DILX - Normal Termination
CLI>

7-26 Diagnostics, Exercisers, and Utilities



7.2.9.3 DILX Examples—Auto-Configure with All Units
In Example 7-8, DILX is run using the Auto-Configure option with the all units
option.

Example 7-8 Auto-Configuration with All Units

CLI> RUN DILX
Disk Inline Exerciser - version 2.0

The Auto-Configure option automatically selects, for testing, half or

all of the disk units configured. It performs a very thorough test with
*WRITES* enabled. The user is able to select only the run time and
performance summary options and whether to test a half or full
configuration. The user is not able to specify specific units to test.
The Auto-Configure option is only recommended for initial installations.

Do you wish to perform an Auto-Configure (y/n) [n] ? Y

If you want to test a dual redundant subsystem, it is recommended that
you pick option 2 on the first controller and then option 2 on the
other controller. Auto-Configure options are:

1. Configure all disk units for testing. This is recommended for a
single controller subsystem.
2. Configure half of all disk units for testing, this is recommended
for a dual controller subsystem.
3. Exit Auto-Configure and DILX.

Enter Auto-Configure option (1:3) [3] ? 1
*kkk Caut|on *kkk

All data on the Auto-Configured disks will be destroyed.
You *MUST* be sure of yourself.

Are you sure you want to continue (y/n) [n] ? Y
Enter execution time limit in minutes (1:65535) [60] ?

Enter performance summary interval in minutes (1:65535) [60] ?
Unit 10 successfully allocated for testing

Unit 12 successfully allocated for testing

Unit 14 successfully allocated for testing

Unit 21 successfully allocated for testing

Unit 23 successfully allocated for testing

Unit 61 successfully allocated for testing

Unit 63 successfully allocated for testing

DILX testing started at: 13-JAN-1993 04:42:39

Test will run for 60 minutes

Type ~T(if running DILX through VCS) or "G(in all other cases)
to get a current performance summary

Type "C to terminate the DILX test prematurely

Type Y to terminate DILX prematurely

DILX Summary at 13-JAN-1993 04:44:11
Test minutes remaining: 59, expired: 1

(continued on next page)
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Example 7-8 (Cont.) Auto-Configuration with All Units

Unit 10 Total 10 Requests 9595
No errors detected

Unit 12 Total 10 Requests 5228
No errors detected

Unit 14 Total 10 Requests 10098
No errors detected

Unit 21 Total 10 Requests 9731
No errors detected

Unit 23 Total 10 Requests 5230
No errors detected

Unit 61 Total 10 Requests 11283
No errors detected

Unit 63 Total 10 Requests 5232
No errors detected

Reuse Parameters (stop, continue, restart, change_unit) [stop] ?

DILX - Normal Termination
CLI>

In Example 7-9, DILX is run using the Auto-Configure option with the half of all
units option.

Example 7-9 Auto-Configuration with Half of All Units

CLI> RUN DILX
Disk Inline Exerciser - version 2.0

The Auto-Configure option automatically selects, for testing, half or

all of the disk units configured. It performs a very thorough test with
*WRITES* enabled. The user is able to select only the run time and
performance summary options and whether to test a half or full
configuration. The user is not able to specify specific units to test.
The Auto-Configure option is only recommended for initial installations.

Do you wish to perform an Auto-Configure (y/n) [n] ? Y

If you want to test a dual redundant subsystem, it is recommended that
you pick option 2 on the first controller and then option 2 on the
other controller. Auto-Configure options are:

1. Configure all disk units for testing. This is recommended for a
single controller subsystem.
2. Configure half of all disk units for testing, this is recommended
for a dual controller subsystem.
3. Exit Auto-Configure and DILX.

Enter Auto-Configure option (1:3) [3] ? 2
*kkk Caut|on *kkk

All data on the Auto-Configured disks will be destroyed.
You *MUST* be sure of yourself.

Are you sure you want to continue (y/n) [n] ? Y
Enter execution time limit in minutes (1:65535) [60] ?

Enter performance summary interval in minutes (1:65535) [60] ?
Unit 12 successfully allocated for testing

Unit 21 successfully allocated for testing

Unit 61 successfully allocated for testing

(continued on next page)
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Example 7-9 (Cont.) Auto-Configuration with Half of All Units

DILX testing started at: 13-JAN-1993 04:39:20

Test will run for 60 minutes

Type T(if running DILX through VCS) or *G(in all other cases)
to get a current performance summary

Type "C to terminate the DILX test prematurely

Type "Y to terminate DILX prematurely

DILX Summary at 13-JAN-1993 04:41:39
Test minutes remaining: 58, expired: 2

Unit 12 Total 10 Requests 8047
No errors detected
Unit 21 Total 10 Requests 15239
No errors detected
Unit 61 Total 10 Requests 19270
No errors detected
Reuse Parameters (stop, continue, restart, change_unit) [stop] ?

DILX - Normal Termination
CLI>

7.2.10 Interpreting the DILX Performance Summaries
A DILX performance display is produced under the following conditions:

= When a specified performance summary interval elapses
= When DILX terminates for any conditions except an abort
< When Ctrl/G is entered (or Ctrl/T when running from a VCS)

The performance display has different formats depending on whether performance
statistics are requested in the user-specified parameters and if errors are
detected.

The following is an example of a DILX performance display when performance
statistics were not selected and when no errors were detected:

DILX Summary at 18-JUN-1993 06:18:41
Test minutes remaining: 0, expired: 6

Unit 1 Total 10 Requests 482
No errors detected

Unit 2 Total 10 Requests 490
No errors detected

The following is an example of a DILX performance display when performance
statistics were selected and when no errors were detected:

DILX Summary at 18-JUN-1993 06:18:41
Test minutes remaining: 0, expired: 6

Unit 1 Total 10 Requests 482
Read Count 292  Write Count 168
Access Count 21  Erase Count 0
KB xfer Read 7223  Write 4981  Total 12204
No errors detected
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The following is an example of a DILX performance display when performance
statistics were not selected and when errors were detected on a unit under test:

DILX Summary at 18-JUN-1993 06:18:41
Test minutes remaining: 0, expired: 6

@ Unit 10 Total 10 Requests 153259
No errors detected
@ Unit 40 Total 10 Requests 2161368
Err in Hex: IC:031A4002 PTL:04/00/00 Key:04 ASC/Q:B0/00 HC:.0 SC:1
Total Errs  Hard Cnt 0 Soft Cnt 1
@ Unit 55 Total |0 Requests 2017193
Err in Hex: 1C:03094002 PTL:05/05/00 Key:01 ASC/Q:18/89 HC:0 SC:1
Err in Hex: 1C:03094002 PTL:05/05/00 Key:01 ASC/Q:18/86 HC:0 SC:1
o Total Ers  Hard Cnt 0 Soft Cnt 2

where:
@® Represents the unit number and the total 1/0 requests to this unit.

@ Represents the unit number and total 1/0 requests to this unit.

All values for the following codes are described in Appendix C. This also
includes the following items associated with this error, and the total number
of hard and soft errors for this unit:

= The controller Instance code (in hex)
The port/target/LUN (PTL)

The SCSI Sense Key

The SCSI ASC and ASQ (ASC/Q) codes

The total hard and soft count for this error

@ Represents information about the first two unique errors.

All values for the following codes are described in Appendix C. This also
includes the following items associated with this error, and the total number
of hard and soft errors for this unit:

= The Controller Instance code (in hex)

= The port/target/LUN (PTL)

e The SCSI Sense (Key)

e The SCSI ASC and ASQ (ASC/Q) codes

e The total hard and soft count for this error

A line of this format may be displayed up to three times in a performance
summary. There would be a line for each unique error reported to DILX for
this unit, up to three errors.

@ Represents the total hard and soft errors experienced for this unit.

The following is an example of a DILX performance display when performance
statistics were not selected and when a controller error was detected:

DILX Summary at 18-JUN-1993 06:18:41
Test minutes remaining: 0, expired: 6

Cnt err in HEX 1C:07080064 Key.06 ASC/Q:A0/05 HC:1 SC:0
Total Cntrl Errs  Hard Cnt 1 Soft Cnt 0
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Unit 1
Unit 2

Total 10 Requests 482
No errors detected
Total 10 Requests 490
No errors detected

For the previous examples, the following definitions apply. These codes are
translated in Appendix C.

e |C—The Controller Instance code
e ASC/Q—The SCSI ASC and ASCQ code associated with this error
e HC—The hard count of this error

e SC—The soft count of this error

e PTL—The location of the unit (port/target/LUN)

The performance displays contain error information for up to three unique errors.
Hard errors always have precedence over soft errors. A soft error represented

in one display may be replaced with information on a hard error in subsequent
performance displays.

7.2.11 DILX Abort Codes

Table 7-3 lists the DILX abort codes and definitions.

Table 7-3 DILX Abort Codes and Definitions

Value

Definition

1
2

An 1/0 has timed out.

dcb_p->htb_used_count reflects an available HTB to test 10s but none
could be found.

FAO returned either FAO_BAD_FORMAT or FAO_OVERFLOW.

TS$SEND_TERMINAL_DATA returned either an ABORTED or
INVALID_BYTE_COUNT.

TS$READ_TERMINAL_DATA returned either an ABORTED or
INVALID_BYTE_COUNT.

A timer is in an unexpected expired state that prevents it from being
started.

The semaphore was set after a one-shot 1/0 was issued but nothing
was found in the received HTB que.

A termination, a print summary, or a reuse parameters request was
received when DILX was not testing any units.

User requested an abort via Ctrl/Y.

7.2.12 DILX Error Codes

Table 7—4 list the DILX error codes and definitions for DILX-detected errors.
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Table 7-4 DILX Error Codes and Definitions

Value

Definition

1

2
3
4

lllegal Data Pattern Number found in data pattern header.

No write buffers correspond to data pattern.

Read data does not match write buffer.

Compare Host Data should have reported a compare error but did not.
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7.3 Tape Inline Exerciser

TILX is a diagnostic tool used to exercise the data transfer capabilities of selected
tape drives connected to an HS1CP controller. TILX exercises tape drives in

a way that simulates a high level of user activity. Thus, TILX can be used to
determine the health of the controller and the tape drives connected to it. You
can run TILX from a maintenance terminal or from a virtual terminal.

DILX and TILX can run concurrently with one initiated from a maintenance
terminal and the other from a virtual terminal connection. Digital recommends,
however, that the exercisers not be run while normal 1/O operations are in
progress, as system performance degrades due to the heavy load the exercisers
impose on the controller.

7.3.1 Invoking TILX
Note

Before running TILX, be sure that all units you wish to test have been
dismounted from the host.

The following describes how to invoke TILX from a maintenance terminal at
the CLI> prompt, from a VCS, or from a virtual terminal through the DUP
connection.

= To invoke TILX from a maintenance terminal, enter the following command
at the CLI> prompt:

CLI> RUN TILX

= Toinvoke TILX from a maintenance terminal using a VCS, enter the following
command at the CLI> prompt:

CLI> VCS CONNECThode name

where node name is the controller’'s SCS node name.

Consult the VAXcluster Console System User’s Guide for complete details on
using a VCS.

Note

The node name must be specified for a VCS.

e To invoke TILX from a virtual terminal, enter the following command (for
OpenVMS software):

$ SET HOST/DUP/SERVER=MSCP$DUP/TASK=TILXSCS_nodename

where SCS_nodename indicates where TILX will execute.
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7.3.2 Interrupting TILX Execution
Use the following guidelines to interrupt TILX execution:

Note

The symbol “~" is equivalent to the Ctrl key. You must press and hold the
Ctrl key and type the character key given.

Note

Do not use Ctrl/G from a VCS because it causes VCS to terminate. VCS
acts on the sequence and the sequence is never sent to TILX. Use Ctrl/T
when invoking TILX from a VCS.

Ctrl/G causes TILX to produce a performance summary. TILX continues
normal execution without affecting the runtime parameters.

Ctrl/C causes TILX to produce a performance summary, stop testing, and asks
the “reuse parameters” question.

Ctrl/Y causes TILX to terminate. The “reuse parameters” question is not
asked.

Ctrl/T causes TILX to produce a performance summary. TILX then continues
executing normally without affecting any of the runtime parameters.

7.3.3 TILX Tests
There are three TILX tests, as follow:

The Basic Function test
The User-Defined test
The Read Only test

7.3.3.1 Basic Function Test—TILX

The Basic Function test executes a write pass followed by a read pass. The write
pass executes in two phases, as follows:

Data Intensive—The first one third of the records are written in this phase.
All records written to the tape have a byte count of 16 kilobytes. With this
high byte count and the default queue depth, this phase should test the
streaming capability (if supported) of the tape unit.

Random—This test is performed for the remaining two-thirds of the selected
record count. It consists of writes with random byte counts. Intermixed is
the sequence write, reposition back one record, read. This sequence performed
three times in a row. Tape mark writing also is intermixed in the test.

The write pass is complete when the selected record count is reached, or if the
end of tape (EOT) is reached. The tape is rewound and the read pass is started.

The read pass consists of the following three phases:

Data Intensive—Consists of reads of fixed record sizes with a byte count
equal to the expected tape record byte count. When tape marks are
encountered, forward position commands are issued.

7-34 Diagnostics, Exercisers, and Utilities



< Random—Begins at the point where random sized records were written to
the tape. Most reads are issued with a byte count equal to the expected tape
record byte count. Occasionally, reads are intermixed with a byte count less
than or greater than the expected tape record byte count. When tape marks
are encountered, forward position commands are issued.

= Position Intensive—Begins halfway down from the start of the area where
random sized records are located. In the Position Intensive phase, reads and
position commands are intermixed so that the test gradually proceeds toward
the EOT. When tape marks are encountered, forward position commands are
issued.

In all phases, if the EOT is detected, the tape is rewound to the beginning of tape
(BOT), and the write pass is entered again.

7.3.3.2 User-Defined Test—TILX
CAUTION

The User-Defined test must be run only by very knowledgeable personnel.
Otherwise, customer data can be destroyed.

When the TILX User-Defined test is selected, TILX prompts you for input to allow
a specific test to be defined. In a User-Defined test, a total of 20, or fewer, 1/O
commands can be defined. Once all of the commands are issued, TILX issues the
commands again in the same sequence. This is repeated until the selected time
limit is reached. As you build the test, TILX collects the following information for
each command:

= The 1/O command operation (write, read, reposition record, reposition file,
write tape mark, rewind, quit. Note that quit is not a command; instead it
indicates to TILX that you have finished defining the test).

= The number of times to repeat the command. (Applies only to write, read,
and write tape mark.)

= The number of records or file marks to reposition.

e The data pattern to use.

= The direction of reposition operation (toward EOT or BOT).
= The size of the 1/O in bytes.

e The TMSCP command modifiers.

7.3.3.3 Read Only Test—TILX

The Read Only test should be used only to verify that a tape is readable. The
Read Only test reads records until the EOT or the selected record count is
reached. At that point, the tape is rewound and another read pass proceeds.
Tape marks are ignored. This test most likely issues reads with incorrect record
sizes. If there are record size mismatches, they are ignored. All other errors are
recorded.
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7.3.4 TILX Test Definition Questions

The following section lists the questions that TILX asks to collect the parameters
needed to perform a TILX test. Each of the following sections discusses specific
TILX questions. The test questions are listed in the approximate order that
they are displayed on your terminal. These questions prompt you to define the
runtime parameters for TILX.

Note

Defaults for each question are given inside []. If you press the Return key
as a response to a question, the default is used as the response.

Use all defaults (y/n) [y] ?

Explanation: Enter “Y” to use the defaults for TILX and most of the other
TILX questions are not asked. Enter “N” and the defaults are not used. You
must then answer each question as it is displayed. The following defaults are
assumed for all units selected for testing:

< Execution time limit is 10 minutes.
e Performance summary interval is 10 minutes.

= Displaying performance statistics is disabled.

Note

This does not include total 1/0 requests.

= Displaying hard/soft EIPs and end messages is disabled.
= Hard error limit is 65535. Testing stops if the limit is reached.
< Hex dump of extended error log information is disabled.

< 1/O queue depth is 4. A maximum of 4 1/Os will be outstanding at one
time.

= The selected test is identical to the Basic Function Test.
= The record count is 4096.

« All data patterns are used.

= Data compares are disabled.

Enter execution time limit in minutes (1:65535) [10] ?

Explanation: Enter the desired time you want TILX to run. The default run
time is 10 minutes.

Enter performance summary interval in minutes (1:65535) [10] ?

Explanation: Enter a value to set the interval for which a performance
summary is displayed. The default is 10 minutes.
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Include performance statistics in performance summary (y/n) [n] ?

Explanation: Enter “Y” to see a performance summary that includes the
performance statistics that include the total count of read and write 1/0O
requests and the kilobytes transferred for each command. Enter “N” and no
performance statistics are displayed.

Display hard/soft errors (y/n) [n] ?

Explanation: Enter “Y” to enable error reporting, including end messages
and EIPs. Enter “N” to disable error reporting, including end messages and
EIPs. The default is disabled error reporting.

Display hex dump of Event Information Packet requester specific
information(y/n) [n] ?
Explanation: Enter “Y” to enable the hex dump display of the requester
specific information contained in the EIP. Enter “N” to disable the hex dump.

When the hard error limit is reached, the unit will be dropped from
testing. Enter hard error limit (1:65535) [65535] ?

Explanation: Enter a value to specify the hard error limit for all units to
test. This question is used to obtain the hard error limit for all units under
test. If the hard error limit is reached, TILX discontinues testing the unit
that reaches the hard error limit. If other units are currently being tested by
TILX, testing continues for those units.

When the soft error limit is reached, soft errors will no longer be displayed
but testing will continue for the unit. Enter soft error limit (1:65535) [32] ?

Explanation: Enter a value to specify the soft error limit for all units under
test. If the soft error limit is reached for a unit under test, soft error reporting
is disabled for that unit only. However, testing continues for that unit.

Enter 10 queue depth (1:20) [4] ?

Explanation: Enter the maximum number of outstanding 1/Os for each unit
selected for testing. The default is 4.

Enter unit number to be tested ?
Explanation: Enter the unit number for the (tape drive) unit to be tested.

Note

When TILX asks for the unit number, it requires the actual number of the
tape, where T177 would be specified as unit number 177.

Is a tape loaded and ready, answer Yes when ready ?
Explanation: This question is self-explanatory.
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Select another unit (y/n) [n] ?

Explanation: Enter “Y” to select another unit to test. Enter “N” to begin
testing the units selected. The system displays the following test selections:

*** Available tests are:
1. Basic Function
2. User Defined Test
3. Read Only

Use the Basic Function test 99.9% of the time. The User-Defined test
is for special problems only.
Enter test number (1:3) [1] ?

Explanation: This question allows you to pick which TILX test you want to
run on all selected units. The following questions define the TILX tests.

Enter data pattern number O=all, 19=user_defined, (0:19) [0] ?

Explanation: The TILX data patterns are used in write commands. This
guestion is displayed for the Basic Function and User-Defined tests. There
are 18 unique data patterns from which to select. These patterns were
carefully selected as worst case or most likely to produce errors for tapes
connected to the controller. (See Table 7-5 for a list of the data patterns.)
The default uses all 18 patterns in a random method. This question also
allows you to create a unique data pattern of your choice.

Enter record count (1:4294967295) [4096] ?
Explanation: Enter the number of records to write to the tape.

Note

The record count does not include tape marks that are intermixed with
the records written to the tape in the Basic Function test.

Enter the 8-digit hexadecimal user defined data pattern [] ?

Explanation: This question is displayed only if you choose to use a User-
Defined data pattern for write commands. The data pattern is represented in
a longword and can be specified with eight hexadecimal digits.

Perform data compare (y/n) [n] ?

Explanation: Enter “Y” to enable the compare modifier bit with the read and
write commands. This question applies only to the Basic Function test. If the
compare modifier is set on write commands, the data is written to the tape.
The data is then read from the tape and compared against the corresponding
TILX buffers. On read commands, the data is read from the tape into the
TILX buffers, read again, and then compared against the corresponding TILX
buffers. If a discrepancy is found, an error is reported. Enter “N” and the
compare modifier bit is disabled. The default is to have the bit disabled.

Enter compare percentage (1:100) [2] ?

Explanation: This question is displayed only if you choose to perform data
compares. It allows you to enter the percentage of read and write commands
that have a data compare operation performed.
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Enter command number x (red, wrt, rew, wtm, rpr, rpf, quit) [] ?

Explanation: This question applies only to the User-Defined test. It allows
you to define command x as a read, write, rewind, write tape mark, reposition
records, or reposition file marks. Enter quit to finish defining the test.

Reposition towards EOT (y=EOT/n=BOT) [y] ?

Explanation: If you specify the reposition records or reposition file marks
command in the User-Defined test, this question is displayed. Enter the
direction of the reposition operation you want, either towards the end of tape
(EQT) or at the beginning of tape (BOT).

Enter number of records to reposition (1:255) [1] ?

Explanation: If you specify the reposition records command in the User-
Defined test, this question is displayed. The question is self-explanatory.

Enter number of tape marks to reposition (1:255) [1] ?

Explanation: If you specify the reposition file marks command in the
User-Defined test, this question is displayed. The question is self-explanatory.

Enter 10 size in bytes (1,65535) [] ?

Explanation: This question is asked only in the User-Defined test for read
or write commands. The question is self-explanatory.

Enter in HEX, the TMSCP Command Modifiers [0] ?

Explanation: This question applies only to the User-Defined test. It allows
you to specify the TMSCP command modifiers. You must understand the
meaning of the TMSCP command modifiers before entering any value other
than the default. Contact Digital Multivendor Customer Services if you wish
to use other than default values.

Reuse Parameters (stop, continue, restart, change_unit) [stop] ?

Explanation: This question is displayed after the TILX execution time limit
expires after the hard error limit is reached for every unit under test, or after
you enter Ctrl/C. The options are as follow:

e Stop—TILX terminates normally.

e Continue—TILX resumes execution without resetting the remaining
TILX execution time or any performance statistics. If the TILX execution
time limit has expired, or all units have reached their hard error limit,
TILX terminates.

= Restart—TILX resets all performance statistics and restarts execution so
that the test performs exactly as the test that just completed.

= Change_unit—If you select this option, TILX allows you to drop a unit
from testing and add a unit to testing. For each unit dropped, another
unit must be added until all units in the configuration have been tested.
The unit chosen is tested with the same parameters chosen for the
unit that was dropped from testing. When you have completed adding
and dropping units, all performance statistics are initialized and TILX
execution resumes with the same parameters as the last run.
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Drop unit #x (y/n) [n] ?
Explanation: This question is displayed if you choose to change a unit as
an answer to the “reuse parameters” question. It is asked for every unit that
was tested. After entering “Y,” you are prompted for the unit number. Enter
the unit number to drop from testing. Enter “N” if you do not wish to drop a
unit from testing.

Note

For each unit dropped from testing, one must be added.

7.3.5 TILX Output Messages
The following message is displayed when TILX is started:

Tape Inline Exerciser - version 2.0

This message identifies the internal program as TILX and gives the TILX
software version number.

TILX - Normal Termination.

Explanation: This message is displayed when TILX terminates under
normal conditions.

Insufficient resources.
Explanation: Following this line is a second line that gives more information
about the problem, which could be one of the following messages:
< Unable to allocate memory.

TILX was unable to allocate the memory needed to perform TILX
tests. You should run TILX again but choose a lower queue depth
and/or choose fewer units to test.

= Cannot perform tests.

TILX was unable to allocate all of the resources needed to perform
TILX tests. You should run TILX again but choose a lower queue
depth and/or choose fewer units to test.

< Unable to change operation mode to maintenance.

TILX tried to change the operation mode from normal to maintenance
using the SYSAP$CHANGE_STATE() routine, but was not successful
due to insufficient resources. This problem should not occur. If it does
occur, submit an error report. Then reset the controller.

Tape unit x does not exist.

Explanation: An attempt was made to allocate a unit for testing that does
not exist on the controller.

Unit x successfully allocated for testing.

Explanation: All processes that TILX performs to allocate a unit for testing
have been completed. The unit is ready for TILX testing.
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Unable to allocate unit.

Explanation: This message should be preceded by a reason the unit could
not be allocated for TILX testing.

Cannot enable eip notification.

Explanation: This message indicates that TILX was not successful in
enabling EIP notification. This should occur only if another copy of TILX is
running. Wait for the first copy to finish or terminate the second copy. If
there are no copies of TILX running, submit a CLD (error report) and restart
the controller.

TILX detected error, code Xx.

Explanation: The “normal” way TILX recognizes an error on a unit is
through the reception of an EIP, which loosely corresponds to an error log.
However, there are some errors that TILX detects without the reception of an
EIP. These errors are as follow:

Illegal Data Pattern Number found in data pattern header. Unit x.

This is code 1. TILX read data from the tape unit and found that the
data was not in a pattern that TILX previously wrote to the tape.

No write buffers correspond to data pattern. Unit x.

This is code 2. TILX read a legal data pattern from the tape at a
place where TILX wrote to the tape, but TILX does not have any write
buffers that correspond to the data pattern. Thus, the data have been
corrupted.

Read data do not match what TILX wrote to the media.

This is code 3. TILX writes data to the tape and then reads it and
compares it against what it wrote to the tape. This indicates a
compare failure. More information is displayed to indicate where in
the data buffer the compare operation failed and what the data was
and should have been.

TILX/Tape record size mismatch.

This is code 4. This error is detected only on a read pass. Because
TILX knows what was written to the tape, TILX expects to encounter
the records (of different sizes), tape marks, and the EOT in exactly the
same positions as previously written. This error most likely means
that the tape unit has a positioning problem.

A tape mark was detected in a place not expected by TILX.

This is code 5. This error is detected only on a read pass. Because
TILX knows what was written to the tape, TILX expects to encounter
the records, tape marks, and the EOT in exactly the same positions
as previously written. This error most likely means that the tape unit
has a positioning problem.

Record Data Truncated not generated.

This is code 6. This error is detected only on a read pass.
Occasionally, TILX issues a read with a byte count less than what
TILX knows was written to the current tape record. Thus, TILX
would expect to receive a Record Data Truncated status. If TILX does
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not receive the Record Data Truncated status when expected, this
TILX detected error is reported.

= EOT encountered in unexpected position.

This is code 7. This error is detected only on a read pass. Because
TILX knows what was written to the tape, TILX expects to encounter
the records, tape marks, and the EOT in exactly the same positions
as previously written. This error most likely means that the tape unit
has a positioning problem.

TILX terminated. A termination, a print summary or a reuse parameters
request was received but TILX is currently not testing any units.

Explanation: Ctrl/Y (termination request), Ctrl/G (print summary request),
or Ctrl/C (reuse parameters request) was entered before TILX started to test
units. TILX cannot satisfy the second two requests, so TILX treats all of
these requests as a termination request.

TILX does not change the state of a unit if it is not NORMAL.

Explanation: TILX cannot allocate the unit for testing, because it is
already in Maintenance mode. (Maintenance mode can be invoked only by
the firmware. If another TILX session is in use, the unit is considered in
Maintenance mode.)

Unit is not available - if you dismount the unit from the host, it may
correct this problem.

Explanation: The unit has been placed online by another user (or host) or
the media is not present.

Soft error reporting disabled. Unit x.

Explanation: This message indicates that the soft error limit has been
reached and that no more soft errors are printed for this unit.

Hard error limit reached, unit x dropped from testing.

Explanation: This message indicates that the hard error limit has been
reached and the unit must be dropped from testing.

Soft error reporting disabled for controller errors.

Explanation: This message indicates that the soft error limit has been
reached for controller errors. Controller soft error reporting is disabled.

Hard error limit reached for controller errors.
All units dropped from testing.

Explanation: This message is self-explanatory.

Unit is already allocated for testing.
Explanation: This message is self-explanatory.

No drives selected.

Explanation: TILX parameter collection was exited without choosing any
units to test.

Maximum number of units are now configured.

Explanation: This message is self-explanatory. (Testing starts after this
message is displayed.)
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Unit is write protected.

Explanation: The user wants to test a unit with write and/or erase
commands enabled but the unit is write protected.

The unit status and/or the unit device type has changed unexpectedly.
Unit x dropped from testing.

Explanation: The unit status may change if the unit experienced hard
errors or if the unit is disconnected. Either way, TILX cannot continue testing
the unit.

Last Failure Information follows. This error was NOT produced by running
TILX. It represents the reason the controller crashed on the previous controller
run.

Explanation: This message may be displayed while allocating a unit for
testing. It does not indicate any reason the unit is or is not successfully
allocated, but rather represents the reason the controller went down in the
previous run. The information that follows this message is the contents of an
EIP.

Tape unit numbers on this controller include:

Explanation: After this message is displayed, a list of tape unit numbers on
the controller is displayed.

10 to unit x has timed out. TILX aborting.

Explanation: One of the TILX 1/Os to this unit did not complete within the
command timeout interval and when examined, was found not progressing.
This indicates a failing controller.

TILX terminated prematurely by user request.

Explanation: Ctrl/Y was entered. TILX interprets this as a request to
terminate. This message is then displayed and TILX terminates.

Unit is owned by another sysap.

Explanation: TILX could not allocate the unit specified, because the unit
is currently allocated by another system application. Terminate the other
system application or reset the controller.

Exclusive access is declared for this unit.

Explanation: The unit could not be allocated for testing, because exclusive
access has been declared for the unit.

The other controller has exclusive access declared for this unit.
Explanation: This message is self-explanatory.

This unit is marked inoperative.

Explanation: The unit could not be allocated for testing, because the
controller internal tables have the unit marked as inoperative.

The unit does not have any media present.

Explanation: The unit could not be allocated for testing, because no media
is present.
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The RUNSTOP_SWITCH is set to RUN_DISABLED.

Explanation: The unit could not be allocated for testing, because the
RUNSTOP_SWITCH is set to RUN_DISABLED. This is enabled and disabled
through the Command Line Interpreter (CLI).

Unable to continue, run time expired.

Explanation: A continue response was given to the “reuse parameters”
question. This is not a valid response if the run time has expired. Reinvoke
TILX.

When TILX starts to exercise the tape units, the following is displayed with the
current time of day:

TILX testing started at: XX:xx:xx
Test will run for x minutes
Type ~T(if running TILX through a VCS) or ~G(in all other cases)
to get a current performance summary
Type "C to terminate the TILX test prematurely
Type Y to terminate TILX prematurely

7.3.6 TILX End Message Display

The Value Added Status field corresponds to the TMSCP end message status.
Example 7-10 is an example of a TILX end message display.

Example 7-10 TILX End Message Display

Bad Value Added Completion Status for unit x, End message in hex

Event Code X
Op Code X
Cmd Ref Number X
End Flags X
Host Xfer Byte Count X
Tape Rec Byte Count X
Tape Position X
Sequence Number X

7.3.7 TILX Error Information Packet Displays

Contact Digital Multivendor Customer Services for assistance in deciphering the
EIP fields.

A TILX EIP display may not include a hex dump of the Requestor Specific Data.
This is an option you can select for TILX selectable parameters.

The EIP is in one of the following formats that corresponds to MSCP error log
formats:

= Controller Error
= Memory Error

e Tape Error
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Examples 7-11 through 7-13 are samples of each display. Each display includes
the optional requestor specific information. In all cases, the Instance code,
template type, and all requestor specific information correspond to event
(error) log device dependent parameters, while everything else has a one-to-
one correspondence to error log fields. See Appendix C for a translation of these

codes.

Example 7-11 Controller Error

Error Information Packet in hex

Cmd Ref Number X

Unit Number

Log Sequence

Format

Flags

Event Code

Controller 1D X

Controller SW ver X
X
X

> X x x X

Controller HW ver

Multi Unit Code

Instance X
Template Type X
Requestor Information Size x
Requestor Specific Data bytes 0 7
Requestor Specific Data bytes 8 15

Reduestor Specific Data bytes xx xx

Example 7-12 Memory Error

Error Information Packet in hex

Cmd Ref Number X
Unit Number

Log Sequence

Format

Flags

Event Code

Controller 1D X
Controller SW ver X
Controller HW ver X
Multi Unit Code X

> X x x X

Memory Address X
Instance X
Template Type X

Requestor Information Size x
Requestor Specific Data bytes 0 7
Requestor Specific Data bytes 8 15

Reduestor Specific Data bytes xx xx

Example 7-13 Tape Error

XX XX XX XX XX XX XX XX
XX XX XX XX XX XX XX XX

XX XX XX XX XX XX XX XX

XX XX XX XX XX XX XX XX
XX XX XX XX XX XX XX XX

XX XX XX XX XX XX XX XX

(continued on next page)
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Example 7-13 (Cont.) Tape Error

Error Information Packet in hex

Cmd Ref Number X
Unit Number

Log Sequence
Format

Flags

Event Code
Controller 1D
Controller SW ver
Controller HW ver
Multi Unit Code
Unit ID[0]

Unit ID[1]

Unit Software Rev
Unit Hardware Rev
Recovery Level
Retry Count
Position

Formatter SW version x

Formatter HW version x

Instance X

Template Type X

Requestor Information Size x

Requestor Specific Data bytes 0 7 XX XX XX XX XX XX XX XX
Requestor Specific Data bytes 8 15 XX XX XX XX XX XX XX XX

> X x x X

=< X
X o o XXX XX

Requestor Specific Data bytes xx XX XX XX XX XX XX XX XX XX

7.3.8 TILX Data Patterns

Table 7-5 defines the data patterns used with the TILX Basic Function or
User-Defined tests. There are 18 unique data patterns. These data patterns
were selected as worst case, or the ones most likely to produce errors on tapes
connected to the controller.
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Table 7-5 TILX Data Pattern Definitions

Pattern Number

Pattern in Hexadecimal Numbers

1
2
3
4
5, shifting 1s

6, shifting Os

7, alternating 1s, Os

10
11

12
13, ripple 1

14, ripple O
15
16
17

18

0000
8B8B
3333
3091

0001, 0003, 0007, 000F, 001F, 003F, 007F, 0OFF, 01FF,
03FF, 07FF, OFFF, 1FFF, 3FFF, 7FFF

FIE, FFFC, FFFC, FFFC, FFEO, FFEO, FFEO, FFEO, FEQD,
FCO00, F800, F000, E000, CO00, 8000, 0000

0000, 0000, 0000, FFFF, FFFF, FFFF, 0000, 0000, FFFF,
FFFF, 0000, FFFF, 0000, FFFF, 0000, FFFF

B6D9

5555, 5555, 5555, AAAA, AAAA, AAAA, 5555, 5555, AAAA,
AAAA, 5555, AAAA, 5555, AAAA, 5555, AAAA, 5555

DB6C

2D2D, 2D2D, 2D2D, D2D2, D2D2, D2D2, 2D2D, 2D2D,
D2D2, D2D2, 2D2D, D2D2, 2D2D, D2D2, 2D2D, D2D2

6DB6

0001, 0002, 0004, 0008, 0010, 0020, 0040, 0080, 0100, 0200,
0400, 0800, 1000, 2000, 4000, 8000

FIE, FFFD, FFFB, FFF7, FFEF, FFDF, FFBF, FF7F, FEFF,
FDFF, FBFF, F7FF, EFFF, BFFF, DFFF, 7FFF

DB6D, B6DB, 6DB6, DB6D, B6DB, 6DB6, DB6D, B6DB,
6DB6, DB6D, B6DB, 6DB6, DB6D

3333, 3333, 3333, 1999, 9999, 9999, B6D9, B6D9, B6D9,
B6D9, FFFF, FFFF, 0000, 0000, DB6C, DB6C

9999, 1999, 699C, E99C, 9921, 9921, 1921, 699C, 699C,
0747, 0747, 0747, 699C, E99C, 9999, 9999

FFFF

Default—Use all of the above patterns in a random method

7.3.9 TILX Examples

This section provides some TILX examples with different options chosen.

7.3.9.1 TILX Example—Using All Defaults

In Example 7-14, TILX is run using all defaults. This is a semiextensive test
even though the test runs for only 10 minutes. The only function not performed
is data compares. Data compares are a time consuming operation with tapes.
TILX is invoked from a maintenance terminal.

CAUTION

TILX should only be run using scratch tapes. This test writes to the tape
and destroys any data that exists on the tape.
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Example 7-14 Using All Defaults—TILX

CLI> SHOW TAPE

Name Type Port Targ LUN
TAPES500 tape 5 0 0
TAPE520 tape 5 2 0
CLI> RUN TILX

Tape Inline Exerciser - version 2.0

Use all defaults (y/n) [y] ?

Tape unit numbers on this controller include:
50
52

Enter unit number to be tested ? 50

Is a tape loaded and ready, answer Yes when ready ?

Unit 50 successfully allocated for testing
Select another unit (y/n) [n] ? Y
Enter unit number to be tested ? 52

Is a tape loaded and ready, answer Yes when ready ?

Unit 52 successfully allocated for testing
Maximum number of units are now configured

TILX testing started at: 13-JAN-1993 04:35:08
Test will run for 10 minutes

Type ~T(if running TILX through VCS) or "G(in all other cases)

to get a current performance summary

Type "C to terminate the TILX test prematurely

Type Y to terminate TILX prematurely

TILX Summary at 13-JAN-1993 04:36:24
Test minutes remaining: 9, expired: 1

Unit 50  Total 10 Requests 868
No errors detected

Unit 52 Total 10 Requests 860
No errors detected

Reuse Parameters (stop, continue, restart, change unit) [stop] ?

TILX - Normal Termination
CLI>

7.3.9.2 TILX Example—Using All Functions

Used by

T50
T52

In Example 7-15, TILX is run using all functions and using a longer run time
and higher record count than the default. The performance statistics and a
performance summary are displayed every 15 minutes. TILX is invoked from a

maintenance terminal. This is an extensive test.

Example 7-15 Using All Functions—TILX

CLI> RUN TILX

Tape Inline Exerciser - version 2.0
Enter TILX hex debug flags (0:ffff) [0] ?
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Example 7-15 (Cont.) Using All Functions—TILX

Use all defaults (y/n) [y] ? N
Enter execution time limit in minutes (10:65535) [10] ?
Enter performance summary interval in minutes (1:65535) [10] ?
Include performance statistics in performance summary (y/n) [n] ? Y
Display hard/soft errors (y/n) [n] ? Y
Display hex dump of Error Information Packet requester specific
information (y/n) [n] ? Y
When the hard error limit is reached, the unit will be dropped from testing.
Enter hard error limit (1:65535) [32] ?
When the soft error limit is reached, soft errors will no longer be
displayed but testing will continue for the unit.
Enter soft error limit (1:65535) [32] ?
Enter 10 queue depth (1:20) [4] ? 6
Suppress caching (y,n) [n] ?
*** Available tests are:
1. Basic Function
2. User Defined
3. Read Only

Use the Basic Function test 99.9% of the time. The User Defined test
is for special problems only.
Enter test number (1:3) [1] ? 1
Enter data pattern number 0=ALL, 19=USER_DEFINED, (0:19) [0] ?
Enter record count (1:4294967295) [4096] ? 1000
Perform data compare (y/n) [n] ? Y
Enter compare percentage (1:100) [2] ? 1
Tape unit numbers on this controller include:
50
52
Enter unit number to be tested ? 50
Is a tape loaded and ready, answer Yes when ready ? Y
Unit 50 successfully allocated for testing
Select another unit (y/n) [n] ? Y
Enter unit number to be tested ? 52
Is a tape loaded and ready, answer Yes when ready ? Y
Unit 52 successfully allocated for testing
Maximum number of units are now configured

TILX testing started at; 13-JAN-1993 04:38:15

Test will run for 10 minutes

Type T(if running TILX through VCS) or ~G(in all other cases)
to get a current performance summary

Type "C to terminate the TILX test prematurely

Type Y to terminate TILX prematurely

TILX Summary at 13-JAN-1993 04:40:14
Test minutes remaining: 9, expired: 1

Unit 50  Total 10 Requests 724
Read Count 3  Write Count 681  Reposition Count 3
Total KB xfer 6718 Read 10  Write 6707
No errors detected

Unit 52 Total 10 Requests 731
Read Count 3 ~ Write Count 687  Reposition Count 3
Total KB xfer 6743 Read 10  Write 6733
No errors detected

Reuse Parameters (stop, continue, restart, change unit) [stop] ?

TILX - Normal Termination
CLI>
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7.3.10 Interpreting the TILX Performance Summaries
A TILX performance display is produced under the following conditions:

= When the user-selectable performance summary interval elapses
= When TILX terminates for any conditions except an abort
< When Ctrl/G is entered (or Ctrl/T when running from a VCS)

The performance display has different formats depending on whether performance
statistics were requested in the user-specified parameters and if errors were
detected.

The following is an example of a TILX performance display when performance
statistics were not selected and when no errors were detected:

TILX Summary at 18-JUN-1993 06:18:41
Test minutes remaining: 0, expired: 6

Unit 1 Total 10 Requests 482
No errors detected

Unit 2 Total 10 Requests 490
No errors detected

The following is an example of a TILX performance display when performance
statistics were selected and when no errors were detected:

TILX Summary at 18-JUN-1993 06:18:41
Test minutes remaining: 0, expired: 6

Unit 1 Total 10 Requests 482
Read Count 292  Write Count 168
Access Count 21 Erase Count 0
KB xfer Read 7223  Write 4981  Total 12204
No errors detected

The following is an example of a TILX performance display when performance
statistics were not selected and when errors were detected:

TILX Summary at 18-JUN-1993 06:18:41
Test minutes remaining: 0, expired: 6

@ Unit 10 Total 10 Requests 153259
No errors detected

@ Unit 40 Total 10 Requests 2161368
Err in Hex: IC:031A4002 PTL:04/00/00 Key:04 ASC/Q:B0/00 HC:.0 SC:1
Total Errs  Hard Cnt 0 Soft Cnt 1

@ Unit 55 Total 10 Requests 2017193
Err in Hex: 1C:03094002 PTL:05/05/00 Key:01 ASC/Q:18/89 HC:.0 SC:1
Err in Hex: 1C:03094002 PTL:05/05/00 Key:01 ASC/Q:18/86 HC:0 SC:1
Total Errs  Hard Cnt 0 Soft Cnt 2

where:
@ Represents the unit number and the total 1/0 requests to this unit.

@® Represents the unit number and total 1/0 requests to this unit.

All values for the following codes are described in Appendix C. This also
includes the items associated with this error and the total number of hard
and soft errors for this unit:

= The Controller Instance code (in hex)

e The port/target/LUN (PTL)
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e The SCSI Sense (Key)
e The SCSI ASC and ASQ (ASC/Q) codes
e The hard and soft count for this error

@ Represents information about the first two unique errors for this unit.

All values for the following codes are described in Appendix C. This also
includes the items associated with this error and the total number of hard
and soft errors for this unit:

= The Controller Instance code (in hex)

e The port/target/LUN (PTL)

= The SCSI Sense (Key)

e The SCSI ASC and ASQ (ASC/Q) codes

e The hard and soft count for this error

A line of this format may be displayed up to three times in a performance
summary. There would be a line for each unique error reported to TILX for
this unit, up to three errors.

The following is an example of a TILX performance display when performance
statistics were not selected and when a controller error error was detected:

TILX Summary at 18-JUN-1993 06:18:41
Test minutes remaining: 0, expired: 6

Cnt err in HEX 1C:07080064 Key:.06 ASC/Q:A0/05 HC:1 SC:0
Total Cntrl Errs  Hard Cnt 1 Soft Cnt 0

Unit 1 Serial Number 1 Total |10 Requests 482
No errors detected

Unit 2 Serial Number 2 Total 10 Requests 490
No errors detected

The performance displays contain error information on up to three unique errors.
Note that hard errors always have precedence over soft errors. A soft error
represented in one display may be replaced with information on a hard error in
subsequent performance displays.

7.3.11 TILX Abort Codes

Table 7-6 list TILX abort codes and definitions.
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Table 7-6 TILX Abort Codes and Definitions

Value

Definition

1

2
3
4

An 1/0 has timed out.
A HTB was not available to issue an 10 when it should have been.
FAO returned either FAO_BAD_FORMAT or FAO_OVERFLOW.

TS$SEND_TERMINAL_DATA returned either an ABORTED or
INVALID_BYTE_COUNT.

TS$READ_TERMINAL_DATA returned either an ABORTED or
INVALID_BYTE_COUNT.

A timer is in an unexpected expired state that prevents it from being
started.

The semaphore was set after a one-shot 1/0 was issued but nothing
was found in the received HTB que.

A termination or a print summary or a reuse parameters request was
received when TILX was not testing any units.

User requested abort via Ctrl/Y.

7.3.12 TILX Error Codes

Table 7-7 lists TILX defined error codes and definitions for TILX-detected

errors.

Table 7-7 TILX Abort Codes and Definitions

Value

Definition

~N 0o B~ WON P

lllegal Data Pattern Number found in data pattern header.

No write buffers correspond to data pattern.

Read data do not match write buffer.

TILX/TAPE record size mismatch.

A tape mark was detected in a place where it was not expected.
EOT encountered in unexpected position.

7-52 Diagnostics, Exercisers, and Utilities



7.4 VTDPY Utility

The VTDPY utility gathers and displays system state and performance
information for the HS1CP controller. The information displayed includes
processor utilization, host port activity and status, device state, logical unit state,
and cache and 1/0O performance.

The VTDPY utility requires a video terminal that supports ANSI control
sequences, such as a VT220, VT320, or VT420 terminal. A graphics display
that provides emulation of an ANSI compatible video terminal also can be used.
VTDPY can be run either on terminals directly connected to the HS1CP or on
terminals connected through a host-based DUP connection.

Note

VCS can be used from a terminal or DECserver attached to the
maintenance terminal port on the HS1CP.

VTDPY is conceptually based on the HSC utility of the same name. Though the
information displayed differs from the HSC utility due to system implementation
differences, a user familiar with the HSC utility should be able to understand
this display terminology easily.

The following sections show how to use the VTDPY utility.

7.4.1 How to Run VTDPY

Only one VTDPY session can be run on each controller at one time. Prior to
running VTDPY, be sure the terminal is set in NOWRAP mode. Otherwise, the
top line of the display scrolls off of the screen.

To initiate VTDPY from a maintenance terminal at the CLI> prompt, enter the
following command:

CLI> RUN VTDPY

To initiate VTDPY from a virtual terminal, refer to Appendix E.

7.4.2 Using the VTDPY Control Keys
Use the following control key sequences to work the VTDPY display:

Table 7-8 VTDPY Control Keys

Control Key

Sequence Function

Ctrl/C Prompts for commands.

Ctrl/G Updates the screen (same as Ctrl/Z).

Ctrl/O Pauses or resumes screen updates.

Ctrl/R Refreshes current screen display (same as Ctrl/W).
Ctri/w Refreshes current screen display (same as Ctrl/R).
Ctrlly Terminates VTDPY and resets screen characteristics.
Ctrl/iz Updates the screen (same as Ctrl/G).
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Note

While VTDPY and a maintenance terminal interface support passing
all of the listed control characters, some host-based terminal interfaces
restrict passing some of the characters. All of the listed characters have
equivalent text string commands.

7.4.3 Using the VTDPY Command Line

VTDPY contains a command line interpreter that is invoked by entering Ctrl/C
any time after the program has begun execution. The command line interpreter
is used to modify the characteristics of the VTDPY display. Commands also exist
to duplicate the function of the control keys listed in Section 7.4.2.

Table 7-9 VTDPY Commands

Command String Function

DISPLAY CACHE Use 132 column unit caching statistics display.
DISPLAY DEFAULT Use default 132 column system performance display.
DISPLAY DEVICE Use 132 column device performance display.
DISPLAY STATUS Use 80 column controller status display.

EXIT Terminates program (same as QUIT).
INTERVAL <seconds> Changes update interval.

HELP Displays help message text.

REFRESH Refreshes the current display.

QUIT Terminates program (same as EXIT).
UPDATE Updates screen display.

The keywords in the command strings can be abbreviated to the minimum
number of characters that are necessary to uniquely identify the keyword.
Entering a question mark (?) after a keyword causes the parser to provide a
list of keywords or values that can follow the supplied keyword. The command
line interpreter is not case sensitive, so keywords can be entered in uppercase,
lowercase, or mixed case.

Upon successful execution of a command other than HELP, the command line
interpreter is exited and the display is resumed. Entering a carriage return
without a command also exits the command line interpreter and resumes the
display. If an error occurs in the command, the user prompts for command
expansion help, or the HELP command is entered, the command line interpreter
prompts for an additional command instead of returning to the display.
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7.4.4 How to Interpret the VTDPY Display Fields

This section describes the major fields in the VTDPY displays. Examples of the
VTDPY screens are shown followed by explanations of the fields of the screens.
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Example 7-16 DEFAULT VTDPY DISPLAY

HS1CP SIN: ZG43100001 SW: V25D HW: AX-01
88.6% Idle 2891 KB/S 46 Rq/S
Pr  Name Stk/Max Typ Sta CPU% Node HSD4 Port 4 Unit ASWC KB/S Rd% Wr% Cm% HT% Unit
0 NULL O/ © Rn 88.6 Sysld 420011042138 D1000 o* r 997 10 0 0 0 9
2 RECON 10/ 1 FNC Bl 0.0 Do x*r 0 0 0 0 0
3 HPT 40/ 3 FNC Bl 6.3 DSSI  Pkts Pkts/S D1200 o* r 982 10 0o 0 0 7
5 CLI 10/ 3 DUP BI 0.0 RCV 7193 127 D100OXx*r O O O 0 O
6 VIDPY 10/ 2 DUP Rn 0.0 ACK 7198 127
16  MDATA 20/ 3 FNC Bl 0.0 NAK 0 0  Target
17 FMTHRD 10/ 3 FNC Bl 0.0 NOR 24 0 01234567
18 DS HB 10/ 2 FNC Bl 0.0 PID D D hH
19 DUP 6/ 1FNC Bl 0.0 02 D D DhH
20 SCS 6/ 1FNC Bl 00 r3DDDDTDhH
21 MSCP 20/ 1 FNC Bl 0.0 t4 hH
22 RMGR 40/ 2 FNC Rn 0.3 5 hH
23 VA 10/ 2 FNC Bl 0.0 6 hH
24 DS 1 40/ 3 FNC Bl 35
25 DS 0 20/ 1 FNC Bl 1.0 Connections Path Status
26 HIS 10/ 1 FNC Bl 0.0 0123456789 0123456789
27 CLIMAIN 20/ 8 FNC BI 0.0 0.V..MM LALLM
28 NVFOC 10/ 2 FNC Bl 001 1
29 REMOTE 20/ 2 FNC Bl 0.0 2 2
30 FOC 20/ 3 FNC Bl 0.0 3 3
31 DUART 10/ 1 FNC Bl 0.0
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Example 7-17 VTDPY DISPLAY STATUS

30-AUG-1995 10:44:54

HS1CP SIN: ZG43100001 SW: V25D HW: AX-01
88.7% ldle 2889 KB/S 46 Rq/S Up: 0 23:12.21
Pr  Name Stk/Max Typ Sta CPU% Target Unit ASWC KB/S Unit ASWC KB/S
0 NULL O/ 0 Rn 88.7 01234567 D1000 o* r 1014
2 RECON 10/ 1 FNC Bl 0.0 PID D D hH D1100 x" r 0
5 CLI 10/ 3 DUP BI 0.0 r3DDDDTDhH D1300 x* r 0
6 VIDPY 10/ 2 DUP Rn 224 hH D1400 o" r 934
16 MDATA 20/ 3 FNC Bl 00 5 hH

17 FMTHRD 10/ 3 FNC Bl 0.0 6 hH

18 DS HB 10/ 2 FNC Bl 0.0

19 DUP 6/ 1 FNC Bl 0.0 Connections

20 SCS 6/ 1FNC Bl 0.0 0123456789

21 MSCP 20/ 1 FNC Bl 0.0 0.V..MM

22 RMGR 40/ 2 FNC Rn 001

23 VA 10/ 2 FNC Bl 002

24 DS 1 40/ 3 FNC Bl 223

25 DSO0 20/ 1 FNC Rn 00

26 HIS 10/ 1 FNC Bl 0.0 Path Status

27 CLIMAIN 20/ 8 FNC Bl 0.0 0123456789

28 NVFOC 10/ 2 FNC Bl 0.0 0.A.M

29 REMOTE 20/ 2 FNC Bl 001

30 FOC 20/ 3 FNC Bl 002

31 DUART 10/ 1 FNC Bl 0.0 3
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Example 7-18 VTDPY DISPLAY DEVICE

HS1CP SIN: ZG43100001 SW: V25D HW: AX-01 30-AUG-1995 10:46:12
88.4% Idle 2701 KBIS 111 Rg/S  Up: 0 23:14.39
01234567 D100 A7 14 305 0 88000
P1D D D hH D140 A* 13 295 0 88 000
02 D D DhH D120 a" 0 0 0 00O0O0CTO
r3DDDDTDhH D210 A* 13 289 0 77000
t4 hH D230 a* 0 0 0 00O0O0TO
5 hH D250 A* 13 276 0 77000
6 hH D300 A" 13 314 0 1111 0 0 O
D310 a* 0 0 0 00O0O0CTO
D320 A* 30 955 0 1611 0 0 O
D330 A7 13 287 0 77000
T340 Av 0 0 0 00O0O0OTO
D350 a" 0 0 0 00O0O0CTO
Port Rg/S RdKB/S WrKB/S CR BR TR
1 27 601 0 0 0 O
2 26 565 0 0 0 O
3 57 1557 0 0 0 O
4 0 0 0 0 0 O
5 0 0 0 0 0 O
6 0 0 0 0 0 O
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Display Header

HSICP @ S/N: ZG43100001 @ SW: V25D @ HW: AX-01 @
VTDPY Monitor Copyright © 1994, Digital Equipment Corp.

Description

This subdisplay provides title information for the display. For 132 column
displays, this subdisplay is displayed across one line.

Controller model
Controller serial number
Controller firmware version

Controller hardware version

Copyright notice
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Date and Time

30-AUG-1995 10:4454 @
Upp 0 231439 @

Description

This subdisplay provides time information for the display.
@ System date and time.

@® Time in days, hours, minutes, and seconds since the last controller boot.
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Controller Performance Summary

88.7% Ide @ 2889 KB/S @46 Ry/S @

Description

This subdisplay provides total system performance information.
@ Policy processor idle rate.

@® Cumulative data transfer rate in kilobytes per second. When logical units are
being displayed, this is the transfer rate between the host and the controller.
When physical devices are being displayed, this is the transfer rate between
the controller and the devices.

@ Cumulative unit or device request rate per second.When logical units are
being displayed, this is the request rate between the host and the controller.
When physical devices are being displayed, this is the request rate between
the controller and the devices.
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Controller Threads Display

Pr@ Namd® StkMax @ Typ@ Sta @ CPUM
0 NULL 0/ 0 Rn 88.7

2 RECON 10/ 1 FNC Bl 0.0

5 CLI 10/ 3 DUP Bl 0.0

6 VIDPY 10/ 2 DUP Rn 22

16 MDATA 20/ 3 FNC BI 0.0
17 FMTHRD 10/ 3 FNC Bl 00
18 DS_HB 10/ 2 FNC Bl 0.0
19 DUP 6/ 1FNC Bl 00
20 SCS 6/ 1FNC Bl 00
21 MSCP 20/ 1 FNC Bl 00
22 RMGR 40/ 2 FNC Rn 0.0
23 VA 10/ 2 FNC Bl 00
24 DS 1 40/ 3 FNC Bl 22
25 DS 0 20/ 1 FNC Rn 00

26 HIS 10/ 1 FNC Bl 00
27 CLIMAIN 20/ 8 FNC Bl 00
28 NVFOC 10/ 2 FNC Bl 00
29 REMOTE 20/ 2 FNC Bl 0.0
30 FOC 20/ 3 FNC Bl 0.0
31 DUART 10/ 1 FNC Bl 0.0

Description

This display shows the status and characteristics of the active threads in the
controller. Threads that are not active, such as DUP Local Program threads, are
not displayed until they become active. If the number of active threads exceeds
the available space, not all of them are displayed.

@® The Pr column lists the thread priority. The higher the number, the higher
the priority.

The Name column contains the thread name. For DUP Local Program
threads, this is the name used to invoke the program.

[

@® The Stk column lists the allocated stack size in 512 byte pages. The Max
column lists the number of stack pages actually used.

[

The Typ column lists the thread type. The following thread types may
appear:

e FNC—Functional thread. Those threads that are started when the
controller boots and never exit.

e DUP—DUP local program threads. These threads are active only
when run either from a DUP connection or through the command line
interpreter’s RUN command.

 NULL—The NULL thread does not have a thread type because it is
a special type of thread that executes only when no other thread is
executable.

@ The Sta column lists the current thread state. The following thread states
may appear:

< BIl—The thread is blocked waiting for timer expiration, resources, or a
synchronization event.

e lo—A DUP local program is blocked waiting for terminal 1/O completion.
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< RnN—The thread is currently executable.

@® The CPU% column lists the percentage of execution time credited to each
thread since the last screen update. The values may not add up to exactly
100 percent due to both rounding errors and the fact that there may not be
enough room to display all of the threads. An unexpected amount of time may
be credited to some threads because the controller’s firmware architecture
allows code from one thread to execute in the context of another thread
without a context switch.

Table 7-10 describes the processes that may appear in the active thread display.

Note

It is possible that different versions of the controller firmware have
different threads or different names for the threads.

Table 7-10 Thread Description

Thread Name Description

CLI A local program that provides an interface to the controller’s command
line interpreter thread.

CLIMAIN The command line interpreter (CLI) thread.

DS 0O A device error recovery management thread.

DS_1 The thread that handles successful completion of physical device
requests.

DS_HB The thread that manages the device and controller error indicator
lights and port Reset buttons.

DUART The console terminal interface thread.

DUP The DUP protocol server thread.

FMTHREAD The thread that performs error log formatting and fault reporting for
the controller.

FOC The thread that manages communication between the controllers in a
dual controller configuration.

HIS The SCS protocol interface thread for HS1CP controllers.

HPT The thread that handles interaction with the host port logic and PPD
protocol for HS1CP controllers.

MDATA The thread that processes metadata for non-transportable disks.

MSCP The MSCP and TMSCP protocol server thread.

NULL The process that is scheduled when no other process can be run.

NVFOC The thread that initiates state change requests for the other controller
in a dual controller configuration.

REMOTE The thread that manages state changes initiated by the other controller
in a dual controller configuration.

RMGR The thread that manages the data buffer pool.

RECON The thread that rebuilds the parity blocks on RAID 5 storagesets when
needed.

(continued on next page)
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Table 7-10 (Cont.) Thread Description

Thread Name Description

SCS The SCS directory thread.

VA The thread that provides host protocol independent logical unit
services.

VTDPY A local program thread that provides a dynamic display of controller

configuration and performance information.
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DSSI Bus Performance Display

Description

DSSI  Pkts Pkts/S

RCV 7193 12717 @
ACK 7198 127 @
NAK 0 0@
NOR 24 0@

This display indicates the number of packets sent and received through the
Internal port and the packet rate.

@ Packets received from a remote node
Packets sent to a remote node that were ACKed

Packets sent to a remote node that were NAKed

Packets sent to a remote node for which no response was received
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Connection Status

Connections
0123456789 @

0.V..MM
1
2
3

Description

This display shows the current status of any connections to a remote node.

@ Each position in the data field represents one of the possible nodes to which

the

controller can communicate. To locate the connection status for a given

node, use the column on the left to determine the high order digit of the node
number, and use the second row to determine the low order digit of the node
number. The number of nodes is fixed at 8.

@ Each location in the grid contains a character to indicate the connection
status:

C indicates one connection to that node. In this example, node 12 shows
one connection. This usually happens if a host has multiple adapters and
it is using more than one adapter for load balancing.

M indicates multiple connections to that node. Because each host system
can make a separate connection to each of the disk, tape, and DUP
servers, this field frequently shows multiple connections to a host system.
In this example, nodes 8, 9, and 14 show multiple connections.

V indicates that only a virtual circuit is open and no connection is present.
This happens prior to establishing a connection. It also happens when
there is another controller on the same network and when there are
systems with multiple adapters connected to the same network. Node 15
demonstrates this principle.

If a period (.) is in a position corresponding to a node, that node does not
have any virtual circuits or connections to this controller.

A space indicates the address is beyond the visible node range for this
controller.

7-66 Diagnostics, Exercisers, and Utilities



Host Path Status

Path Status
0123456789 @
M )

Description

This display indicates the path status to any system for which a virtual circuit
exists.

@ Each position in the data field represents one of the possible nodes to which
the controller can communicate. To locate the path status for a given node,
use the column on the left to determine the high order digit of the node
number, and use the second row to determine the low order digit of the node
number. The number of nodes is fixed at 8.

@ Each location in the grid contains a character to indicate the path status:

e A circumflex () indicates the single DSSI bus path is functioning
properly. In this example, nodes 8, 9, and 15 demonstrate this.

= If a period (.) is in a position corresponding to a node, that node does not
have any virtual circuits or connections to this controller so either the
path status cannot be determined, or neither path is functioning properly.

< A space indicates the address is beyond the visible node range for this
controller.
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Unit Status (abbreviated)

Unit @ ASW@ KB/S@ RI“® Wr'@ Cm@® HTU®
D1000 o r 997 100 0 0 9
D1100 X" r 0 0 0 0 0
D1200 o*r 982 100 0 0 7
D1300 X" r 0 0 0 0 0

Description

This subdisplay shows the status of the logical units that are known to the
controller firmware. It also indicates performance information for the units. Up
to 42 units can be displayed in this subdisplay.

@® The Unit column contains a letter indicating the type of unit followed by
the unit number of the logical unit. The list is sorted by unit number. There
may be duplication of unit numbers between devices of different types. If this
happens, the order of these devices is arbitrary. The following device type
letters may appear:

= D indicates a disk device.

< T indicates a tape device.

= L indicates a media loader.

e C indicates a CDROM device.

< F indicates a device type not listed above.
< U indicates the device type is unknown.

@® The ASWC columns indicate respectively the availability, spindle state, write
protect state, and cache state of the logical unit.

The availability state is indicated using the following letters:
e a—Available. Available to be mounted by a host system.

< d—Offline, Disabled by Digital Multivendor Customer Services. The unit
has been disabled for service.

e e—Online, Exclusive Access. Unit has been mounted for exclusive access
by a user.

= f—Offline, Media Format Error. The unit cannot be brought available due
to a media format inconsistency.

= I—Offline, Inoperative. The unit is inoperative and cannot be brought
available by the controller.

= m—Offline, Maintenance. The unit has been placed in maintenance mode
for diagnostic or other purposes.

= 0—Online. Mounted by at least one of the host systems.

e r—Offline, Rundown. The CLI SET NORUN command has been issued
for this unit.

= v—Offline, No Volume Mounted. The device does not contain media.
= x—Online to other controller. Not available for use by this controller.

= A space in this column indicates the availability is unknown.
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The spindle state is indicated using the following characters:

~—For disks, this symbol indicates the device is at speed. For tapes, it
indicates the tape is loaded.

= >—For disks, this symbol indicates the device is spinning up. For tapes,
it indicates the tape is loading.

= <—For disks, this symbol indicates the device is spinning down. For
tapes, it indicates the tape is unloading.

= v—For disks, this symbol indicates the device is stopped. For tapes, it
indicates the tape is unloaded.

= For other types of devices, this column is left blank.

For disks and tapes, a w in the write protect column indicates the unit is
write protected. This column is left blank for other device types.

The data caching state is indicated using the following letters:
= b—Both Read caching and Write Back caching are enabled.
= r—Read caching is enabled.

= w—Write Back caching is enabled.

= A space in this column indicates caching is disabled.

KB/S—This column indicates the average amount of kilobytes of data
transferred to and from the unit in the previous screen update interval. This
data is available only for disk and tape units.

Rd%—This column indicates what percentage of data transferred between
the host and the unit were read from the unit. This data is contained only in
the DEFAULT display for disk and tape device types.

Wr%—This column indicates what percentage of data transferred between
the host and the unit were written to the unit. This data is contained only in
the DEFAULT display for disk and tape device types.

Cm%—This column indicates what percentage of data transferred between
the host and the unit were compared. A compare operation can be
accompanied by either a read or a write operation, so this column is not
cumulative with read percentage and write percentage columns. This data is
contained only in the DEFAULT display for disk and tape device types.

HT%—This column indicates the cache hit percentage for data transferred
between the host and the unit.

Diagnostics, Exercisers, and Utilities 7-69



Help Example

VTDPY> HELP
Available VTDPY commands:

AC - Prompt for commands

AG or "Z - Update screen

7O - Pause/Resume screen updates

AY - Terminate program

"R or "W - Refresh screen

DISPLAY CACHE - Use 132 column unit caching statistics display
DISPLAY DEFAULT - Use default 132 column system performance display
DISPLAY DEVICE - Use 132 column device performance display
DISPLAY STATUS - Use 80 column controller status display

EXIT - Terminate program (same as QUIT)

INTERVAL <seconds> - Change update interval

HELP - Display this help message

REFRESH - Refresh the current display

QUIT - Terminate program (same as EXIT)

UPDATE - Update screen display

VTDPY>

Description

This is the sample output from executing the HELP command.
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7.5 CONFIG Utility

The CONFIG utility locates and adds devices to the controller. You should run
the CONFIG utility whenever new devices are added to the controller.

7.5.1 CONFIG Conventions

The CONFIG utility searches all PTL device combinations to determine what
devices exist on the subsystem. It adds all new devices that are found. The
CONFIG utility does not initialize these devices, and it does not add units or
storagesets.

If a device somewhere in the cluster already has the PTL that the CONFIG utility
plans to assign, the program assigns an alpha character after the numbers. For
example, if another device is already called DISK100, the program assigns

the name DISK100A to the new device. (The program compares DISK100A to
other PTLs in the cluster, and if DISK100A already has been used, the program
increments to DISK100B and so forth.) This avoids the assignment of duplicate
PTLs in the same cluster.

7.5.2 Running the CONFIG Utility

You can run the CONFIG utility either on a virtual terminal or on a maintenance
terminal.

Before running the CONFIG utility, you can use the SHOW DEVICES command
to verify the list of devices that are currently configured on the controller, as
shown in the following example. The example shows the CONFIG utility as it is
run on an HS1CP.

CLI> SHOW DEVICES
No devices
CLI> RUN CONFIG

Config Local Program Invoked

Config is building its tables and determining what devices exist
on the subsystem. Please be patient.

add disk DISK100 100
add disk DISK120 120
add disk DISK140 140
add disk DISK210 210
add disk DISK230 2 3 0
add disk DISK500 500
add disk DISK520 52 0

add tape TAPE60OO 600
add tape TAPE610 610

Config - Normal Termination
CLI>
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CLI> SHOW DEVICES

Name Type Port Targ LUN Used by
DISK100 disk 1 0 0
DISK120 disk 1 2 0
DISK140 disk 1 4 0
DISK210 disk 2 1 0
DISK230 disk 2 3 0
DISK500 disk 5 0 0
DISK520 disk 5 2 0
TAPEG00 tape 6 0 0
TAPEG610 tape 6 1 0
CLI>

After you run the CONFIG utility, you may have to initialize your containers
using the INITIALIZE command as described in Appendix E.
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7.6 Configuring the StorageWorks Network Storage Array Storage

Devices

The StorageWorks Network Storage Array requires you to configure the
StorageWorks storage system to meet your particular storage needs. The
StorageWorks Array Controllers HS Family of Array Controllers User’s Guide
provides a detailed description of stripesets and RAIDsets that you can configure
for the StorageWorks Network Storage Array.

This section provides:

some general guidelines to help you decide how you may want to configure
the StorageWorks storage system,

steps required to use the CFMENU utility from a terminal connected to the
Server processor,

A sample configuration.

7.6.1 General Considerations for Configuring a StorageWorks Storage System

Configuring the storage system is the process of defining, through parameters, the
logical organization of the storage devices. The storage devices may be configured
as one or more of the following:

Mirrorset—Two member disks containing identical images of user data.

Stripeset—A virtual disk drive with its physical data spread across multiple
physical disks.

RAIDset—Three or more physical disks that are connected to present an
array of disks as a single virtual unit to the host.

Spareset—A pool of disk drives used by the device channel processor to
replace failing members of a RAIDset.

Failedset—A group of disk drives that have been removed from RAIDsets due
to a failure or a manual removal.

Container—An entity that is capable of storing data, whether it is one
physical device or a group of physical devices. A disk, a stripeset, and a
RAIDset are examples of a container.

Passthrough Container—A virtual device used to pass SCSI commands that
perform operations other than simple device read or write operations. A
passthrough container typically is used with tape libraries that contain
standard tape devices plus a robotic mechanism for selecting and loading
cartridges from a pool of tapes. A passthrough container must exist to pass
SCSI commands to the robotic mechanism.

Unit—A logical entity composed of one or more devices and treated as a single
addressable storage structure by the cluster members. Units can be single
devices, stripesets, or RAIDsets.
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7.6.2 Running CFMENU from the StorageWorks Network Storage Array
Terminal

Before CFMENU can be invoked from a terminal connected to the StorageWorks
Network Storage Array, you must establish a logical connection to the device
channel processor. To create a logical connection to the device channel processor,
perform the following steps:

1. Log into the system manager’s or other appropriate account on the
StorageWorks Network Storage Array (the account must have DIAGNOSE
privilege).

2. At the DCL prompt, enter the SHOW CLUSTER command. The system will
respond with default cluster information similar to that shown in Figure 7-2
and return control to the DCL command level.

Figure 7-2 Example Cluster Information

View of Cluster from Node: NSTARL 20-OCT-1996  10:51:09

SYSTEMS MEMBERS

NODE SOFTWARE STATUS

NSTAR1 VMS V6.2 MEMBER

NSTAR2 VMS V6.2 MEMBER

NODEO1 VMS V6.2 MEMBER

NODEO2 VMS V6.2 MEMBER

NODEO3 VMS V6.2 MEMBER

NODEO4 VMS V6.2 MEMBER

HS1CP1 HSD Vxx

HS1CP2 HSD Vxx

HS1CP3 HSD Vxx

HS1CP4 HSD Vxx

HS1CP5 HSD Vxx

HS1CP6 HSD Vxx

HS1CP7 HSD Vxx

HS1CP8 HSD Vxx

CX0O-5430A-MC

3. ldentify the names of the device channel processors (note, there may be more
than one). The device channel processor can be identified by searching for the
nodes that are named HS1CP1, HS1CP2, and so on.

4. Change the terminal format to accommodate 132 characters with this
command:

$ SET TERMINAL/WIDTH=132

5. Logically connect the StorageWorks Network Storage Array terminal to the
device channel processor by entering the following command at the DCL
prompt:

$ SET HOST/DUP/SERVER=MSCP$DUP/TASK=CLhode-name

Where:

node-name is the name assigned to the device channel processor (for example,
HS1CP1).
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The device channel processor responds with its prompt (for example,
HS1CP>).

Enter the following command to start the CFMENU utility:
HS1CP>RUN CFMENU

The CFMENU utility begins executing. After CFMENU's initial message,
press the Return key to get to CFMENU's main menu as shown in Figure 7-3.
Any recognized devices that have not been added to your configuration will
appear, with their Port Target LUN (PTL), in the column to the right of the
menu options. All the devices shown in Figure 7-3 are attached but not yet
configured.

Figure 7-3 CFMENU Main Menu

3]

5,
b.

MAIN MENU:
1

Add/delete devices

2. Add/delete mirrorsets
3.
4, Add/delete raidsets/

Add/delete stripesets

sparesets/failedsets
Add/delete passthrough
Initialize devices
and/or storagesets

. Add/delete units
. Setup terminal
. Exit CFMENU

CFMENU Configuration Menu Utility

JUnconfig “d| Config'd Device Product Stor.set Stor.set Chnk Trn In- Re- Ww
I Dev.PTLs } PTLs Name hii] Name  Typ/Sz Size sp. it'd duc Unit P B
| |disks: 100 DISK100 RZ3S (C) DEC N ¥ D100 N ¥
| | 110 DISK110 RZ28 (C) DEC N ¥ DL1O N ¥
| | 120 DISK120 RZ26L (C) DEC N Y D120 N N
| | 150 DISK150 RZ?3 (C) DEC NoY D150 N N
| | 210 DISK210 RZ35 (C) DEC N Y D210 N N
| | 220 DISK220 RZ226 (C) DEC N ¥ D220 N N
| | 240 DISK240 RZ74 (C) DEC N ¥ D240 N N
| | 300 DISK300 RZ28 {C) DEC N ¥ D300 N ¥
| | 320 DISK320 RZ26L (C) DEC N ¥ D320 N N
| | 340 DISK340 RZ29B  (C) DEC N oY D340 N N
| | 420 DISK420 RZ74 (C) DEC N ¥ D420 N ¥
| l 440 DISK440 RZ74 (C) DEC N Y D440 N N
|

CX0O-5279A-PH.EPS

Note

If your terminal is capable of displaying more than 24 rows, you may
want to enter option 8 from the main menu to set the number of rows
CFMENU will display.

Table 7-11 describes the information headings of the main menu. To avoid
confusion, the information headings are presented exactly as they appear on the
main menu.
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Table 7-11 CFMENU Information Headings

Information
Heading Description
Main Menu Lists the major operations that are available.
Unconfig'd Unconfigured PTLS—The device PTLs that are recognized by the
Dev.PTLs HS1CP device channel processor but that have not yet been added to
the configuration.
Config'd Configured PTLS—The device PTLs that have been configured by the
PTLs HS1CP device channel processor.
Device Device name—The name automatically assigned to the device when it
Name is configured by the HS1CP device channel processor. The name can be
changed through use of the CLI commands.
Product Product ID—Information that identifies the device.
ID
Stor.set Storage set name—The name assigned by CFMENU to the storage set.
Name The name is assigned using one of the following conventions:
= Sx for stripesets
= Rx for RAIDsets
= Px for passthrough containers
The number denoted by x is assigned sequentially beginning with 1 for
each type of storage set.
The name can be changed through use of the CLI commands. (See the
StorageWorks Array Controllers HS Family of Array Controllers User’s
Guide for complete descriptions of the CLI commands.)
Stor.set Storage Set—The type of storage set: STRP for stripesets, RAID for
Type RAIDsets, PASS for passthrough containers.
Chnk Chunksize—The size, in blocks, of data transfers with the device.
Size
Trn Transportable—The letter, Y or N, to indicate if the device is
sp. transportable or not. A transportable device is one that does not
have metadata written on it. A nontransportable device has a small
amount of metadata written on it.
In- Initialized—The letter, Y or N, to indicate if the device has been
itd initialized.
Re- Reduced—Valid for RAIDsets only, indicates the RAIDset is missing
duc one member.
Unit Unit—The logical number of the unit as assigned by you and preceded
by the letter D for disk or T for tape.
w Write Protected—The letter, Y or N, to indicate whether the device is
P write protected.
W Write-back—The letter, Y or N, to indicate if the device has write-back
B caching enabled.
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7.6.3 Configuring Storage Devices Using CFMENU

7.6.3.1 Using CFMENU
Configuring a storageset with CFMENU is as easy as choosing menu options and
responding to prompts. Just remember to move through the Main Menu from top
to bottom for each storageset you want to configure.

Note

Press "D" to scroll down CFMENU's columns; press "U" to scroll up.

Complete the following steps to configure a storageset:

1.
2.

5.

Add the disk drives you want to combine into a storageset.

Add the storageset to the controller’s list of available storagesets. CFMENU
prompts you for a storageset number and the switches you want to apply to
the storageset.

Initialize the storageset. CFMENU prompts you for the Initialize switches
you want to apply to it.

Assign a unit-number to the storageset. CFMENU prompts you for the Unit
switches you want to apply to it.

Exit CFMENU or repeat these steps to configure another storageset.

7.6.3.2 Considerations for Using CFMENU

CFMENU automatically names each storageset according to a simple naming
convention: Mn for mirrorsets, Sn for stripesets and Rn for RAIDsets,
where n is a sequentially indexed number. You will have to configure your
storagesets manually if you want to use your own naming scheme.

You only need to run CFMENU on one device channel processor. The OTHER
device channel processor automatically inherits the configuration you create
with CFMENU as long as the device channel processors are powered up and
in dual redundant configuration.

7.7 Modifying Allocation Classes

Note

If you selected the default parameters during the Software Customization
Procedure, then you do not need to modify the allocation classes as
described in this section. If you supplied your own values for Disk and
Tape Allocation, complete the following procedure.

During the Software Customization Procedure, you were prompted to type in the
MSCP and TMSCP allocation classes of the network array. The HS1CP device
channel processors must have the same MSCP and TMSCP allocation class as the
server processors. Set the allocation classes with this procedure:

1.

From the currently active menu, type in the number to select the option:

Return to main menu

Diagnostics, Exercisers, and Utilities 7-77



2. Exit from the CFMENU utility to return the the HS1CP> prompt. From the
Main Menu type in 9 at the Enter Menu choice:

(3,9 [91?

3. Enter the following command to determine the MSCP allocation class and the
TMSCP allocation class:

HS1CP> SHOW THIS

4. If the display shows the correct allocation class information, then proceed
with step 7. If the display shows the incorrect or incomplete allocation class
information, then continue.

5. Set the MSCP allocation class by entering this command:
HS1CP> SET THIS MSCP_ALLOCATION_CLASS =
Where:
n is the number you entered for the network array.
The following will be displayed on the terminal screen:

Warning 4020: A restart of both this and the other controller is
required before all the parameters modified will
take effect.

Restart of this controller required

Restart of the other controller required

6. Set the TMSCP allocation class by entering this command:
HS1CP> SET THIS TMSCP_ALLOCATION_CLASS =
Where:
n is the number you entered for the network array.
The following will be displayed on the terminal screen:

Warning 4020: A restart of both this and the other controller is
required before all the parameters modified will
take effect.

Restart of this controller required

Restart of the other controller required

7. Restart the other HS1CP device channel processor with this command:
HS1CP> RESTART OTHER
These messages will appear on the screen:

Received LAST GASP message from other controller, Fail Code: 08080000
HS1CP>
%PAX0, Software is Closing Virtual Circuit -- REMOTE NODE HS1CPx

8. Restart the HS1CP device channel processor to which you are currently
connected with this command:

HS1CP> RESTART THIS
These messages will appear on the screen:

%PAX0, Software is Closing Virtual Circuit -- REMOTE NODE HS1CPx

%HSCPAD-F-NOLOCEXE, Local program not executing
-SYSTEM-F-VCBROKEN, virtual circuit broken
%HSCPAD-S-END, Control returned to node XXXXXX
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At this time you are returned to the DCL prompt from which you connected
to the HS1CP, and your configuration procedure is complete.

7.7.1 Configuring Storage for Additional Device Channel Processor Pairs

The StorageWorks Network Storage Array contains two pairs of dual-redundant
device channel processors, and four pairs when coupled to an SWXNA-Cx
expansion cabinet. Configure the storage to be attached to each dual-redundant
pair as described in Section 7.6.2 through Section 7.7.

7.8 Saving the Configuration Setup

After defining each Device Channel Processor or dual-redundant pair
configuration setup, make sure it is printed and kept available to assist in
servicing the subsystem in the future. Make a new printout each time you
change your configuration.

To capture your device setup, you should perform the following steps:

1. Enter the following command at the DCL prompt to logically connect
the StorageWorks Network Storage Array terminal to the device channel
processor and record the results of the session in a file called CONFIG.LOG
in the SYSSMANAGER directory on the network array’s system disk.

$ SET HOST/DUP/SERVER=MSCP$DUP/TASK=CLI/LOG=SYS$MANAGER:CONFIG.L@Gde-name

Where:

node-name is the name assigned to the device channel processor (for example,
HS1CP1).

The device channel processor responds with a brief display and its prompt.

Copyright (C) Digital Equipment Corporation 1994
HS1CP Firmware version E35D-0, Hardware version AX01

Last fail code: 018000A0
Press " ?" at any time for help.
HS1CP>
2. At the HS1CP> prompt enter the following command:
HS1CP> SHO DEVICE FULL

The following information will be captured in the CONFIG.LOG file in the
SYSSMANAGER directory on the network arrays'’s system disk as it appears
on the screen:
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Name Type Port Targ Lun Used by

DISK100 disk 1 0 0 D1100
DEC RZ28 (C) DEC D41C
Switches:
NOTRANSPORTABLE
DISK110 disk 1 1 0 D1110
DEC RZ28B (C) DEC 0003
Switches:
NOTRANSPORTABLE
DISK120 disk 1 2 0 D1120
DEC RZ28 (C) DEC D41C
Switches:
NOTRANSPORTABLE
DISK130 disk 1 3 0 D1130
DEC RZ28 (C) DEC D41C
Switches:
NOTRANSPORTABLE

3. Exit the display by entering this command at the prompt:
HS1CP> EXIT

At this point, the HS1CPs and their storage devices have been configured. You
should leave the terminal attached to the server processor while you perform
other tasks in the installation procedure.
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7.9 Code Patch Utility
The Code Patch utility allows you to alter programs stored in the controller’s
NVMEM while the controller is active.

Note

The Code Load portion of the Code Load/Code Patch (CLCP) utility is not
supported on the HS1CP.

7.9.1 Invoking the Code Patch Utility
Invoke the Code Patch utility using the RUN command from the CLI interface as
follows:

CLI> RUN CLCP
Select an option from the following list:

Code Load & Code Patch local program Main Menu
0: Exit
1. Enter Code LOAD local program
2. Enter Code PATCH local program
Enter option number (0..2) [0] ?

Select option 2. The Code Patch utility executes, prompting for further inputs.

7.9.2 Code Patching

The Code Patch function of the CLCP utility allows you to enter small changes
(provided by Digital Equipment Corp.) to the executing controller code. The
changes that you enter are placed directly into the controller's NVMEM, and
become active after the next controller initialization.

The Code Patch function also allows you to list patches already installed and
delete any of those patches.

You can run the Code Patch function from either a maintenance terminal or a
virtual host terminal.

Note

The Code Patch function of the CLCP utility is supported on all HS array
controller models.

7.9.2.1 Code Patch Considerations
Be aware of the following when using the Code Patch function of the CLCP
utility:
< The controller reserves enough nonvolatile memory for approximately 10

patches. However, this number varies according to the size of the patches you
enter.

= Each patch is associated with only one firmware version, and the Code Patch
program verifies the patch against the currently installed firmware version.

= Patches are hierarchical. In other words, patch number 1 must be entered
before you enter patch number 2, and so on. Furthermore, there are no "0"
patches. Patches are always numbered sequentially beginning with "1."
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= Because of the hierarchical patch structure, removing any patch also removes
all higher numbered patches. For example, deleting patch number 2 also
removes patches 3, 4, and so on.

= Controllers in dual-redundant configurations must have the same patches
applied, and patches must be entered twice (once in each controller).

7.9.2.2 Entering a Patch

The following is an example of entering a patch to the current firmware version

loaded on your controller:

CLI> RUN CLCP

Select an option from the following list:

Code Load & Code Patch local program Main Menu

0: Exit

1: Enter Code LOAD local program

2. Enter Code PATCH local program

Enter option number (0..3) [0] ? 2

You have selected the Code Patch local program. This program is used to
manage firmware code patches. Select an option from the following list:

Type Y or "C (then RETURN) at any time to abort the Code Patch.
Code Patch Main Menu

0: Exit

1. Enter a Patch
2. Delete Patches
3: List Patches

Enter option number (0..3) [0] ? 1

This is the Enter Patch option. The program prompts you

for the patch information, one line at time. Be careful

to enter the information exactly as it appears on the patch release.
Patches may be installed for any version of firmware; however,
patches entered for firmware versions other than XLZ6 are not
applied until the matching version of firmware is installed.

To enter any patch, you must first install all patches with lower patch
numbers, beginning with patch number 1, for the specific firmware version.
If you incorrectly enter the patch information, you are given the option to
review the patch one line at a time.

Type Y or ~C (then RETURN) at any time to abort Code Patch.
Do you wish to continue (y/n) [y] ?

Version: ?  XLZ6
Length: ? 10
Patch Type: ? 0
Patch Number: ? 1
Count: ? 1
Address: ? 10
Value[ 0] ? 0
Count: ?2 0

Verification: ? B2103761

The patch you have just entered is not applied until
the controller is restarted.
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7.9.2.3 Listing Patches

The List Patches option allows you to display a listing of controller firmware
versions, and the currently installed patches that apply to them.

The following is an example of the List Patches option:

CLI> RUN CLCP
Select an option from the following list:
Code Load & Code Patch local program Main Menu
0: Exit
1: Enter Code LOAD local program
2. Enter Code PATCH local program
Enter option number (0..2) [0] ? 2

You have selected the Code Patch local program. This program is used to
manage firmware code patches. Select an option from the following list;

Type 2Y or ~C (then RETURN) at any time to abort Code Patch.
Code Patch Main Menu

0: Exit

1. Enter a Patch

2. Delete Patches
3: List Patches

Enter option number (0..3) [0] ? 3
The following patches are currently stored in the patch area:
Firmware Version - Patch number(s)

123456 - 1
XLZ6 - 2,1

Currently, 91% of the patch area is free.

Note

The SHOW THIS_CONTROLLER command also provides patch
information in the form of a "dash number" following the firmware
version. In the following example, firmware Version 2.5 has had patches
applied to patch number 3:

CLI> SHOW THIS_CONTROLLER

Controller:
HSZ40 7G33400026 Firmware V25J-3, Hardware 0000

7.9.2.4 Deleting a Patch

The Delete Patches option allows you to remove installed patches from controller
non-volatile memory. The program displays the currently installed patches so
that you can identify the patches to be deleted.

The following is an example of how to delete a patch and a firmware version that
are no longer needed:
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CLI> RUN CLCP
Select an option from the following list:
Code Load & Code Patch local program Main Menu
0: Exit
1: Enter Code LOAD local program
2. Enter Code PATCH local program
Enter option number (0..2) [0] ? 2

You have selected the Code Patch local program. This program is used to
manage firmware code patches. Select an option from the following list;

Type ~Y or ~C (then RETURN) at any time to abort Code Patch.
Code Patch Main Menu

0: Exit

1: Enter a Patch

2. Delete Patches
3: List Patches

Enter option number (0..3) [0] ? 2

This is the Delete Patch option. The program prompts you

for the firmware version and patch number you wish to delete.

If you select a patch for deletion that is required for another patch,

all dependent patches are also selected for deletion. The

program lists your deletion selections and asks if you wish to continue.

Type Y or ~C (then RETURN) at any time to abort Code Patch.
The following patches are currently stored in the patch area:
Firmware Version - Patch number(s)

123456 - 1
XLZ6 - 21

Currently, 91% of the patch area is free.

Firmware Version of patch to delete ? 123456
Patch Number to delete ? 1

The following patches have been selected for deletion:
Firmware Version - Patch #

123456 - 1
Do you wish to continue (y/n) [y] ?

The patch you have just deleted is currently applied, but it will not be
applied when the controller is restarted.

The following patches are currently stored in the patch area:
Firmware Version - Patch #

XLZ6 - 2,1
Currently, 94% of the patch area is free.

7.9.2.5 Messages

The Code Patch utility does not allow you to incorrectly enter or delete patch
information. The program provides messages to assist you with understanding
any problems that you may encounter and suggests corrective actions.
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Firmware Version x does not have any patches to delete.

Explanation: You cannot delete a patch because the firmware version
entered does not have any patches entered.

Firmware Version x does not have patch number x to delete.

Explanation: You cannot delete this patch because the firmware version
entered does not have the specified patch entered.

The patch you entered is already installed on this controller.

Explanation: The specified patch is already present in the patch area of
controller memory. If you wish to reenter this patch, first use the Delete
Patch option.

The patch you are entering requires other patches to be entered.

Explanation: You have attempted to enter a patch without first entering the
lower numbered patches in the hierarchy. Enter all patches for this firmware
version that have lower numbers than the current patch. Then enter the
current patch.

WARNING The patch you are entering is not for the current firmware version Xx.

Explanation: The patch you are entering applies to a firmware version other
than the one currently installed in the controller. Code Patch allows you to
enter the patch; however, the patch is not applied until its correct firmware
version is installed.

You incorrectly entered the patch information.

Explanation: The patch information was not entered exactly. The program
prompts you for each line of the patch entry, with the default from your
previous response. Verify that each entry is exactly the same as the patch
release. If you choose not to continue, or if you abort during this review
procedure, the patch information you entered is lost and you must enter the
entire patch again. You may enter Ctrl/Z followed by Return at any prompt to
choose the default for the remaining entries.

The patch you have just entered is not applied until the controller firmware is
changed to Version x.

Explanation: The patch entered applies to a firmware version other than
the one currently installed in the controller. Code Patch does not apply the
patch until its correct firmware version is installed.

You have requested deletion of a patch number that another patch requires.

Explanation: You are attempting to delete a patch in the hierarchy that has
higher numbered patches entered. Code Patch allows you to proceed; however,
the program deletes all the higher numbered patches in the hierarchy (for this
firmware version) along with the specified patch.

7.9.2.6 Exiting Code Patch

Exit Code Patch by choosing option O from the main menu. (Pressing Ctrl/C or
Ctrl/Y at any time during Code Patch also aborts and exits the program.)
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7.10 Firmware Licensing System

The firmware licensing system (FLS) enables or disables the licensed value-added
software features of the HS1CP controller. You can use the FLS utility to perform
the following tasks:

= Enable or disable optional functions for your controller
= Try an optional feature before purchasing the license to use it
= Change your license key for an option

Start FLS from the CLI prompt. After starting, the FLS display shows the
current status of the value-added options for your controller and contains menu
choices for each function of the utility.

7.10.1 Enabling Options

You can turn on any option at any time with FLS, but if you enable an option for
which you are not licensed, an error message appears on your CLI terminal and
an error is logged in the host error log. These error indications are repeated at
least once each hour while the unlicensed option remains enabled.

7.10.2 Disabling Options

You cannot disable an option if that option is currently in use. The following table
lists the conditions under which you can disable an FLS option.

Option Conditions Required to Disable
RAID No RAIDset configured
Write-back caching not in use
WBCA Write-back caching not in use
MIRR Disk mirroring not in use

7.10.3 License Key

When you first run FLS, the license key is cleared. If you purchase a license for a
firmware option, you receive a customer license key. This key contains two parts:
a customer identification string from 6 to 32 characters long, and an 8-character
cyclic redundancy check (CRC) string. You must enter the customer identification
string with the CRC string appended to it when you use FLS.

7.10.4 Using the Menu

You can perform the following operations from the FLS menu:

Select Action Submenu Choices Result

1 Enable an option List each option and its Selection enabled
status

2 Disable an option List each option and its Selection disabled
status

3 Enter a license key Prompt for new license Entered key checked for
key validity

4 Clear a license key Prompt for license key Entered key becomes

to clear

invalid
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The following example shows the FLS main menu:

CLI> RUN FLS
Firmware Licensing System (FLS) on node MASS
Option @  State @ License Key@
RAID ENABLED *****|NVALID!****** *ngne*
WBCA ENABLED VALID ACME_WIDGET_CORP........
MIRR ENABLED VALID ACME_WIDEGE_CORRP........

RAID = Raid5 + Writeback Cache @
WBCA = Writeback Cache ONLY
MIRR = Disk Mirroring Option

1. Enable a firmware option
2. Disable a firmware option
3. Enter a license key for a firmware option
4, Clear a license key for a firmware option
0. Exit FLS

Enter selection (0:4) [0] ?

@® Option-The RAID and write-back cache (WBCA) options are available.

@ State-Both RAID and WBCA are enabled. You can use any option that is
enabled, regardless of whether you have a valid license key.

@ License-RAID is running without a valid license. This status shows when
you are running an option on a trial basis. The license becomes valid when
you enter a license key that FLS verifies as valid. You receive this key when
you purchase a software option.

@® Key+CRC-The license key is ACME_WIDGET_CORP; the 8-character CRC
portion of the key is shown as hidden text (........ ).

@® Description of Option-A short description of each option is given.

7.10.5 Example

To perform an operation, enter the choice number and any information requested
by the Submenu or prompts. The following example demonstrates how to enter a
license key and enable write-back caching.

CLI> RUN FLS

Firmware Licensing System (FLS) on node MASS
Option State License Key
RAID DISABLED INVALID *none*
WBCA DISABLED INVALID *none*
MIRR DISABLED INVALID *none*

RAID = Raid5 + Writeback Cache
WBCA = Writeback Cache ONLY
MIRR = Disk Mirroring Option

1. Enable a firmware option
2. Disable a firmware option
3. Enter a license key for a firmware option
4. Clear a license key for a firmware option
0. Exit FLS

Enter selection (0:4) [0] ? 3
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1. Enter new license key+CRC for RAID  (current key is invalid)
2. Enter new license key+CRC for WBCA  (current key is invalid)
0. Return to main menu

Enter selection (0:2) [0] ? 2@

Enter new WBCA key, including 8-character CRC, or enter 0
to return to main menu: ACME_WIDGET_CORPVBSUWQIC@®

*** | jcense key verified ***

Firmware Licensing System (FLS) on node MASS

Option State License Key
RAID DISABLED INVALID *none*
WBCA DISABLED VALID ACME_WIDGET_CORRP........
MIRR DISABLED VALID *none*

RAID = Raid5 + Writeback Cache
WBCA = Writeback Cache ONLY
MIRR = Disk Mirroring Option

1. Enable a firmware option
2. Disable a firmware option
3. Enter a license key for a firmware option
4, Clear a license key for a firmware option
0. Exit FLS

Enter selection (0:4) [0] ? 1

1. Enable RAID

2. Enable WBCA

0. Return to main menu
Enter selection (0:2) [0] ? 2@
*** \WBCA enabled ***

Firmware Licensing System (FLS) on node MASS

Option State License Key
RAID DISABLED INVALID *none*
WBCA ENABLED VAL® ACME_WIDGET_CORP........
MIRR DISABLED VALID *none*

RAID = Raid5 + Writeback Cache
WBCA = Writeback Cache ONLY
MIRR = Disk Mirroring Option

1. Enable a firmware option
2. Disable a firmware option
3. Enter a license key for a firmware option
4, Clear a license key for a firmware option

0. Exit FLS
Enter selection (0:4) [0] ?
FLS - Normal Termination
CLI>

@ The user chooses to enter a new license key for WBCA.

The user enters the new license key, along with the customer license key,
which is displayed as it is entered.

o
@ The user enables write-back cache.
o

This entry in the FLS display shows that write-back cache is enabled under a
valid license.
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7.10.6 Messages
This section lists the message that you can receive from FLS.

option has been turned on without a valid license

Explanation: You have activated the option named by option without
entering a valid license key. You can evaluate this option for a time to
determine its value, and you receive a valid license key when you purchase
the license for the option.

Error nnnn: option support is not enabled on this controller

Explanation: The option you are attempting to use is not enabled in FLS.
For example, if you try to turn on write-back caching, you receive this error
if either RAID or write-back caching is not enabled by FLS (the RAID option
includes write-back caching).

***\WARNING: This is an invalid license Key+CRC***

Explanation: The license key you entered is not between 6 and 32
characters, or the customer license key is not valid. Verify that the key
is correct and reenter.

***Error: Disabling option is not possible at this time, option is in use ***

Explanation: You have attempted to disable the option named by option
while it is in use. Refer to Section 7.10.2 for more information on disabling
options.
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7.11 Fault Management Utility
The Fault Management Utility (FMU) allows you to do the following:
= Control the spontaneous event logging and last failure logging displays
= Display controller last failure and memory system failure information

FMU also can provide a convenient way to review some error log information
during your terminal session. Run FMU interactively during a terminal session
by invoking it from the CLI prompt:

CLI> RUN FMU

FMU interprets only errors that occur after you install and run controller
firmware containing FMU. In other words, FMU cannot search for “older” errors,
and you cannot install FMU in an attempt to troubleshoot a preexisting error.

After invoking FMU, you can perform the functions described in the following
sections. Defaults are specified by “D.”

7.11.1 The SET Command

The SET command controls the output from the FMU utility. The SET command
changes options for the following two spontaneous displays:

= Event logging (EVL)
« Last failure logging (LFL)

Also, the SET command controls the options for the interactive displays available
under the SHOW command.

SET EVENT_LOGGING
SET NOEVENT_LOGGING (D)

This command enables/disables the event log display on the maintenance
terminal. With the event log display enabled, the controller spontaneously
displays EIP information during your terminal session. The first line of an event
log display begins with “%EVL.”

Event log displays are inhibited during the execution of both CLI commands and
utilities invoked from a maintenance terminal. Events that are reported while a
maintenance terminal is in use do not appear when the terminal again becomes
available. (The %EVL display is lost.)

Note

Execution of a CLI command or utility does not begin until you press
Return. If FMU reports an event during command line input before
Return is pressed, the %EVL display interrupts the input.

Following the %EVL display, the CLI prompt and command input entered
prior to the interruption redisplays. You then can complete the current
command line (unless FMU reports another event).
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SET LAST_FAILURE_LOGGING
SET NOLAST_FAILURE_LOGGING (D)

This command enables/disables the last failure log display on the maintenance
terminal. With the last failure log display enabled, the controller spontaneously
displays information relevant to the sudden termination of executing firmware.
The first line of a last failure log display begins with “%LFL.”

In cases where an automatic hardware reset occurs (such as power failure,
pressing the Reset button, and so on) the last failure log display is inhibited
because automatic reset does not allow sufficient time to complete the display.

SET EVENT_LOGGING REPAIR_ACTION_DISPLAY

SET EVENT_LOGGING NOREPAIR_ACTION_DISPLAY (D)

SET LAST_FAILURE_LOGGING REPAIR_ACTION_DISPLAY

SET LAST_FAILURE_LOGGING NOREPAIR_ACTION_DISPLAY (D)

This command and qualifier enables/disables recommended repair action display
for event logging and last failure logging displays. With recommended repair
action display enabled, the controller displays all of the recommended repair
actions associated with the Instance Code and/or Last Failure Code used to
describe an event.

SET EVENT_LOGGING VERBOSE
SET EVENT_LOGGING NOVERBOSE (D)

SET LAST_FAILURE_LOGGING VERBOSE

SET LAST_FAILURE_LOGGING NOVERBOSE (D)

This command and qualifier enables/disables descriptive text for event logging
and last failure logging displays.

The display always identifies the various fields and their numeric content that
comprise an event/last failure log. With verbosity enabled, the controller also
displays a description of the numeric value in each log field.

SET PROMPT_DISPLAY
SET NOPROMPT _DISPLAY (D)

This command enables/disables the CLI prompt string display within the first
line of event logging and last failure logging displays, as shown in the following
example (using %EVL):

%EVL-- Instance Code: 01010302
%EVL--CLI> -- Instance Code: 01010302

SET TIMESTAMP_DISPLAY
SET NOTIMESTAMP_DISPLAY (D)

This command enables/disables current timestamp string display within the first
line of event logging and last failure logging displays, as shown in the following
example (using %EVL):

%EVL-- Instance Code: 01010302
%EVL--07-JUL-1994 07:44:48-- Instance Code: 01010302
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You can use combinations of the SET [NO]JPROMPT_DISPLAY and

SET [NO]JTIMESTAMP_DISPLAY commands to provide the following types
of event logging and last failure logging first line displays (examples using
%EVL):

%EVL--CLI> --07-JUL-1994 (07:44:48-- Instance Code: 01010302
%EVL--07-JUL-1994 07:44:48-- Instance Code: 01010302
%EVL--CLI> Instance Code: 01010302

%EVL-- Instance Code: 01010302

The last example shown is recommended when VCS is in use, since the controller
identification (prompt string) and timestamp information is already supplied by
VCS.

SET FMU REPAIR_ACTION_DISPLAY
SET FMU NOREPAIR_ACTION_DISPLAY (D)

This command enables/disables the recommended repair action display for FMU
SHOW LAST_FAILURE and SHOW MEMORY_SYSTEM_FAILURE command
output. With recommended repair action display enabled, the command output
displays all of the recommended repair actions associated with the Instance Code
and/or Last Failure Code used to describe an event.

SET FMU VERBOSE
SET FMU NOVERBOSE (D)

This command enables/disables descriptive text for FMU SHOW LAST_FAILURE
and SHOW MEMORY_SYSTEM_FAILURE command output. The output always
identifies the various fields and their numeric content that comprise an event/last
failure log. With verbosity enabled, the controller also displays a description of
the numeric value in each log field.

SET EVENT_LOGGING [qualifier ... qualifier] PERMANENT

SET NOEVENT_LOGGING PERMANENT

SET LAST_FAILURE_LOGGING [qualifier ... qualifier] PERMANENT
SET NOLAST_FAILURE_LOGGING PERMANENT

SET FMU [qualifier ... qualifier] PERMANENT

The PERMANENT qualifier stores the parameter setting specified by the primary
keyword and optional qualifiers in nonvolatile memory so that the setting is
preserved across controller resets. In addition, when PERMANENT is specified,
the given setting takes effect immediately.

If the PERMANENT qualifier is not specified, the given setting takes effect
immediately. However, it remains in effect only as long as the current FMU
session remains active or until the setting is changed by a subsequent SET
command.

When running FMU from a maintenance terminal, changing EVENT_LOGGING
parameters without specifying the PERMANENT qualifier has no effect.
However, the same action while running FMU from a virtual terminal is effective.
This permits the EVENT_LOGGING operation to be changed on a temporary
basis only from a virtual terminal.
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You can specify multiple additional qualifiers on the same command line for
the SET EVENT_LOGGING, SET LAST_FAILURE_LOGGING, and SET FMU
commands. For example, the following are all valid commands:

FMU>SET EVENT_LOGGING PERMANENT
FMU> SET LAST_FAILURE_LOGGING NOREPAIR_ACTION_DISPLAY PERMANENT
FMU>SET EVENT_LOGGING REPAIR_ACTION_DISPLAY NOVERBOSE PERMANENT

7.11.2 The SHOW Command

The SHOW command controls the interactive reviewing of last failure and
memory system failure information.

SHOW LAST_FAILURE qualifier [additional qualifier]

This command interactively displays the last failure information stored in
nonvolatile memory. Information related to the most recent and three previous
last failure events is stored in nonvolatile memory.

Qualifier Description
MOST_RECENT Displays the most recent last failure information.
ALL Displays all the errors available in the buffer (up to four). Errors

are displayed in descending order, starting with the most recent.

ENTRY n Displays one of the entries from the buffer. You must supply an
entry number (range 1-4).

Additional
Qualifier Description
FULL When included on the same command line with the MOST _

RECENT, ALL, or ENTRY qualifier, displays extended information
valuable to Digital Multivendor Customer Services.

SHOW MEMORY_SYSTEM_FAILURE qualifier

This command interactively displays memory system failure information from
any of the last failure entries stored in nonvolatile memory.
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Qualifier Description

MOST_RECENT Displays the most recent memory system failure information
contained in any of last failure information entries. (Note that
the most recent memory system failure may not be the most recent
last failure.)

ALL Displays all memory system failure information contained in any
or all of the four last failure information entries, in most recent to
least recent order.

ENTRY n Displays memory system failure information contained in one last
failure information entry (range 1-4).

Note that the FULL additional qualifier is not available with the
SHOW MEMORY_SYSTEM_FAILURE command. To obtain the
extended information associated with the selected memory system
failure, perform a SHOW LAST_FAILURE ENTRY n FULL, where
n is the last failure entry number identified in the memory system
failure display.

Note

The following message appears when FMU cannot access error
information for the SHOW command:

(***Last Failure Entry x EDC bad; translation terminated***)

SHOW PARAMETERS

This command displays the current/permanent setting of parameters affected by
the SET command.

SHOW TIME

This command displays the current controller time (that is, wall clock time) and
the current controller power on time in the following format:

Time: 07-AUG-1995 10:25:35
Power On Time: 0.Years, 0. Days, 8. Hours, 27. Minutes, 8. Seconds

If the controller time has not been set yet when the show times command is
issued, the format looks like this:

Time: 07-AUG-1995 10:25:35 (time not set)
Power On Time: 0.Years, 0. Days, 8. Hours, 27. Minutes, 8. Seconds

7.11.3 The DESCRIBE Command

The DESCRIBE command displays descriptive text for a numeric value contained
in a particular event log field.

DESCRIBE ASC_ASCQ_CODE?

DESCRIBE COMPONENT_CODE

DESCRIBE CONTROLLER_UNIQUE_ASC_ASCQ CODE3
DESCRIBE DEVICE_TYPE_CODE

DESCRIBE EVENT_THRESHOLD_CODE

3 Requires entry of multiple numeric values.
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DESCRIBE INSTANCE_CODE

DESCRIBE LAST_FAILURE_CODE

DESCRIBE REPAIR_ACTION_CODE

DESCRIBE RESTART_TYPE

DESCRIBE SCSI_COMMAND_OPERATION_CODE3
DESCRIBE SENSE_DATA_QUALIFIERS?®
DESCRIBE SENSE_KEY_CODE

DESCRIBE TEMPLATE_CODE

DESCRIBE Cl_OPERATION_CODE
DESCRIBE CONNECTION_STATE_CODE
DESCRIBE HIS_STATUS_CODE
DESCRIBE PPD_OPERATION_CODE
DESCRIBE SCS_OPERATION_CODE
DESCRIBE VC_STATE_CODE

All DESCRIBE qualifiers require at least one numeric value parameter.
DESCRIBE qualifiers requiring multiple numeric value parameters are footnoted
as such.

Type a question mark (?) in place of a numeric value parameter to identify the
value and range required, as shown in the following example. Note that when
sequential values are required, you must supply values for the earlier parameters
before entering a question mark for the later parameter in the sequence.

FMU>DESCRIBE ASC_ASCQ_CODE ?
Your options are:

ASC value (range: 0 through FF hexadecimal)
FMU>DESCRIBE ASC_ASCQ_CODE 0 ?
Your options are:

ASCQ value (range: O through FF hexadecimal)
FMU>DESCRIBE ASC_ASCQ_CODE 0 0 ?
Your options are:

SCSI Device Type value (range: 0 through FF hexadecimal)
FMU>

7.11.4 The EXIT Command

The EXIT command terminates FMU and returns you to the CLI prompt. (You
also can enter Ctrl/C or Ctrl/Y to abort FMU.)

7.11.5 Examples

This section presents examples that show some of the output information
available when using FMU. Values enclosed in parentheses are hexadecimal
translations of decimal numbers.

FMU> SHOW LAST FAILURE ENTRY 4
Last Failure Entry: 4 @ Flags: 0007FAS0 @
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%FMU-01-Last Failure Event, Instance Code: 01010302 o
Power On Time: 0 Years, 41 Days, 4 Hours, 49 Minutes, 8 Seconds @
@Controller Model: HS1CP Serial Number: ZG30355555 Hardware Version: 0000(00)
Controller Identifier:
Unique Device Number: 000130355555 Model: 40(28) Class: 1(01)
HSOF Version: V20(20)
Node Name: "HSICP1" Cl Node Number: 7(07) @
Informational Report
@instance Code 01010302 Description:
An unrecoverable hardware detected fault occurred.
@Last Failure Code: 018800A0 (No Last Failure Parameters)
Last Failure Code 018800A0 Description:
A processor interrupt was generated with an indication that the program
card was removed.
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FMU> SHOW MEMORY_SYSTEM_FAILURE ENTRY 2

Last Failure Entry: 2 @ Flags: 0007FASC @
Memory System Failure indicated

%FMU-14-Memory System Failure Event, Instance Code: 016E2D02 o
Power On Time: 0 Years, 41 Days, 21 Hours, 5 Minutes, 39 Seconds o
@Controller Model: HS1CP Serial Number: ZG30355555 Hardware Version: 0000(00)
Controller Identifier:
Unique Device Number: 000130355555 Model: 40(28) Class: 1(01)
HSOF Version: V20(20)
Node Name: "HSICP1" Cl Node Number: 7(07) @
Reported via non-maskable interrupt
@VMemory Address: 40000000
Byte Count: 0(00000000)
DRAB Registers:
DSR: 2D17403F CSR: 8000A220 DCSR: 00003403 DER: 00001C00 EAR: 04000000
EDR: F4000003 ERR: 00000000 RSR: 09805432 CHC: E7FFFFFC CMC: 90A5FEFO0
Diagnostic Registers:
RDRO: E7FFFFFC RDR1: 90A5FEF0 WDRO: 7F021000 WDRL: FF06020D
@Instance Code 016E2D02 Description:
The CACHEAO DRAB detected a Nonexistent Memory Error condition during an
1960 attempt to read CACHEAO memory.

Entry—A number representing the error position in the buffer.

Flags—This value should be recorded and reported to Digital Multivendor
Customer Services.

Instance Code—The instance code (and description) associated with this
failure.

Power On Time—The time of failure.
Controller—Information identifying your controller.
HSOF Version—Firmware version.

Node Name—Node identifier.

Last Failure Code—Last failure code and description.

Memory Address—The memory address, byte count, and register contents
should be recorded and reported to Digital Multivendor Customer Services.
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FMU> SHOW LAST_FAILURE ENTRY 4 FULL
Last Failure Entry: 4 Flags: 0007FA80

%FMU-01-Last Failure Event, Instance Code: 01010302
Power On Time: 0 Years, 41 Days, 4 Hours, 49 Minutes, 8 Seconds
Controller Model: HS1CP Serial Number: ZG30355555 Hardware Version: 0000(00)
Controller Identifier:
Unique Device Number: 000130355555 Model: 40(28) Class: 1(01)
HSOF Version: V20(20)
Node Name: "HS1CP1" CI Node Number: 7(07)
Informational Report
Instance Code 01010302 Description:
An unrecoverable hardware detected fault occurred.
Last Failure Code: 018800A0 (No Last Failure Parameters)
Last Failure Code 018800A0 Description:
A processor interrupt was generated with an indication that the program
card was removed.
@Current Thread: NULL Current 1960 Priority: 001F0000
Interrupt Stack Guard is intact
Thread Stack Guard State Flags (ID# Bit; O=intact,1=not intact): 00000000
1960 Stack:
Levels: 2
Level 0:
Return type: Interrupt
PFP: 201C15F7 SP: 201FABDO RIP: 200CF898 R3: 201C15F7
R4: 00000000 R5: 00000000 R6: 00000000 R7: 00000000
R8: 00000000 R9: 00000000 R10: 00000000 R11: 00000000
R12: 00000000 R13: 00000000 R14: 00000000 R15: D87FA8FE
Level 1:
Return type: Local
PFP: 00000000 SP: 201C1680 RIP: 200DOACO R3: 00000000
R4: 00000000 R5: 00000000 R6: 00000000 R7: 00000000
R8: 00000000 R9: 00000000 R10: 00000000 R11: 00000000
R12: 00000000 R13: 00000000 R14: 00000000 R15: 00000000
GO0: 00000000 G1: 00000000 G2: 2011DFF4 G3: 00000000
G4: 00000000 Gb5: 00400000 G6: 201148B0 G7: 00000003
G8: 000000CC G9: 00000001 G10: 00000004 G11: 2011F108
G12: 200E969C G13: 201D3D8C G14: 00000000 FP: 201FABS0
Diagnostic Registers:
RDRO: E7FFFFFC RDR1: E7FFFEFO WDRO: 7F021000 WDRL1: FF06020D
Master DRAB Registers:
DSR: 2D170CBC CSR: 00000000 DCSR: 0009FFFF DER: 00001C00 EAR: 00200400
EDR: 00000000 ERR: 00000023 RSR: 00801432 CHC: 005BB41A CMC: 002E853E
CACHEAO DRAB Registers:
DSR: 2D17003F CSR: 00000000 DCSR: 00003403 DER: 00001C76 EAR: 00000000
EDR: FFFFFFFF ERR: 00000000 RSR: 09805432 CHC: 00000000 CMC: 00000000
CACHEAL DRAB Registers:
Not Available.
CACHEBO DRAB Registers:
DSR: 2C17003D CSR: 00000000 DCSR: 00003402 DER: 00001C76 EAR: 00000000
EDR: FFFFFFFF ERR: 00000000 RSR: 09805432 CHC: 00000000 CMC: 00000000
CACHEB1 DRAB Registers:
Not Available.
FX Registers:
PCX[0]: 00000000 PCX[1]: 00000001 PCX[2]: 00000201 PCX[3]: 00000401
PCX[4]: 00000601 PCX[5: 00000801 PCX[6]: 00000A01 PCX[7]: 00000000
CSR: 0087E002 GEN_PCX: 00000000 UNUSEDO: 00000000 UNUSED1: 00000000
DILP: 00000000 DADDR: 00000000 DCMD: 00000000
Host Port Registers (YACI):
SET: 072E004A CIA: F8070700 PCS: 0505400F RTS: 00000000
RADILP; 201BEE0O8 RBDILP: 201BEE2C TADILP; 201BEE50 TADILP: 201BEE74
RADFPA: 2063E760 RBDFPA: 20619560 TADFPA: 20637FA0 TBDFPA: 2062D5A0
RADNPA: 2063E760 RBDNPA: 20619560 TADNPA: 20637FA0 TBDNPA: 2062D5A0
REV: 00000003 DIAG: 00000000
Device Port 0 Registers (NCR710):
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SCNTLO:
SODL:
DSTAT
CTESTO:
CTESTS6:
CTESTS:
DNAD:
SCRATCH:
ADDER:
Device Port
SCNTLO:
SODL:
DSTAT
CTESTO:
CTESTS6:
CTESTS:
DNAD:
SCRATCH:
ADDER:
Device Port
SCNTLO:
SODL:
DSTAT
CTESTO:
CTESTE6:
CTESTS:
DNAD:
SCRATCH:
ADDER:
Device Port
SCNTLO:
SODL:
DSTAT
CTESTO:
CTESTE6:
CTESTS:
DNAD:
SCRATCH:
ADDER:
Device Port
SCNTLO:
SODL:
DSTAT
CTESTO:
CTESTE6:
CTESTS:
DNAD:
SCRATCH:
ADDER:
Device Port
SCNTLO:
SODL:
DSTAT
CTESTO:
CTESTS6:
CTESTS:
DNAD:
SCRATCH:
ADDER:

CA SCNTL1: 20 SDID:
00 SOCL: 00 SFBR
90 SSTATO: 00 SSTATL:
70 CTESTL1: FO CTEST2:
FC CTEST7: 80 TEMP:
21 LCRC: 00 DBC:
20578F50 DSP:
00000000 DMODE:
205790AC

1 Registers (NCR710):

DA SCNTL1: 20 SDID:
41 SOCL: 00 SFBR
90 SSTATO: 00 SSTATL:
70 CTESTL: FO CTEST2:
BO CTEST7: 80 TEMP:
21 LCRC: 08 DBC:
205738B8 DSP:
205788B0 DMODE:
20578A14

2 Registers (NCR710):

CA SCNTL1: 20 SDID:
00 SOCL: 00 SFBR
90 SSTATO: 00 SSTATL:
70 CTESTL1: FO CTEST2:
FC CTEST7: 80 TEMP:
21 LCRC: 00 DBC:
20578220 DSP:
00000000 DMODE:
2057837C

3 Registers (NCR710):

DA SCNTL1: 20 SDID:
02 SOCL: 00 SFBR
90 SSTATO: 00 SSTATL:
70 CTESTL: FO CTEST2:
80 CTEST7: 80 TEMP:
21 LCRC: 01 DBC:
20577888 DSP:
20577B80 DMODE:
20577CE4

4 Registers (NCR710):

DA SCNTL1: 20 SDID:
42 SOCL: 00 SFBR
90 SSTATO: 00 SSTATL:
70 CTEST1: FO CTEST2:
E8 CTEST7. 80 TEMP:
21 LCRC: 01 DBC:
205774F0 DSP:
205774E8 DMODE:
2057764C

5 Registers (NCR710):

DA SCNTLL1: 20 SDID:
F6 SOCL: 00 SFBR:
90 SSTATO: 00 SSTATL:
70 CTEST1: FO CTEST2:
50 CTEST7: 80 TEMP:
21 LCRC: 20 DBC:
20576E58 DSP:
20576E50 DMODE:
20576FB4

00 SIEN:
00 SIDL
00 SSTAT2:

21 CTESTS3:

00000000
000000
20578F50
80 DIEN:

08 SIEN:
00 SIDL
00 SSTAT2:

25 CTEST3:

205788B0

000000
205788B8
80 DIEN:

00 SIEN:
00 SIDL
00 SSTAT2:

21 CTESTS:

00000000
000000
20578220
80 DIEN:

01 SIEN:
00 SIDL
00 SSTAT2:

25 CTEST3:

20577880

000000
20577888
80 DIEN:

01 SIEN:
00 SIDL
00 SSTAT2:

25 CTEST3:

205774E8

000000

205774F0
80 DIEN:

02 SIEN:
00 SIDL
00 SSTAT2:

25 CTESTS:

20576E50

000000
20576E58
80 DIEN:

AF

00

00
08

SCID:
SBDL:
DSA:

DFIFO:
DCMD:
DSPS:

27 DWT:

AF

00

OF
41

SCID:
SBDL:
DSA:

DFIFO:
DCMD:
DSPS

27 DWT:

AF

00

00
08

SCID:
SBDL:
DSA:

DFIFO:
DCMD:
DSPS

27 DWT:

SCID:
SBDL:
DSA:

AF
00
OF
02
DFIFO:
DCMD:
DSPS

27 DWT:

AF

00

OF
42

SCID:
SBDL:
DSA:

DFIFO:
DCMD:
DSPS:

27 DWT:

AF
00
OF

80

SCID:
SBDL:
DSA:

DFIFO:
DCMD:
DSPS
27 DWT:

CTEST4:

CTEST4:

CTEST4:

CTEST4:

CTEST4:

CTEST4:

80 SXFER:
00 SBCL:
00000000
00 CTESTS:
00 ISTAT
54
0000015C
4E  DCNTL:

80 SXFER:
00 SBCL:
3E000000
00 CTESTS:
00 ISTAT:
54
0000015C
4E  DCNTL:

80 SXFER:
00 SBCL:
00000000
00 CTESTS:
00 ISTAT
54
0000015C
4E  DCNTL:

80 SXFER:
00 SBCL:
3E000000
00 CTESTS:
00 ISTAT:
54
0000015C
4E DCNTL:

80 SXFER:
00 SBCL:
3E000000
00 CTESTS:
00 ISTAT:
54
0000015C
4E DCNTL:

80 SXFER:
00 SBCL:
3E000000
00 CTESTS:
00 ISTAT:
54
0000015C
4E DCNTL:

00
00

00
00
21
18
00
00
00
21
00
00
00
00
21
18
00
00
00
21
18
00
00
00
21
68
00
00
00

21

Information presented after this callout is extended information available
with the FULL option. The output shows register contents for various

hardware as well as other data. You should print a copy of this display so
that Digital Multivendor Customer Services has more information with which
to troubleshoot the controller.
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7.12 The CLONE Utility

CLONE is a utility that partially automates the process of mirroring units to
create a snapshot copy of host unit data.

Using the mirroring facility to create a snapshot copy of host unit data is a
multistep process described in the StorageWorks Array Controllers HS Family of
Array Controllers User’s Guide. If your data snapshot needs are straightforward,
you can use CLONE to relieve you of much of the chore of performing this
common operation. CLONE does nothing that cannot be achieved by issuing the
appropriate CLI commands yourself; in fact, CLONE operates by issuing CLI
commands for you. These commands are printed on the terminal as part of the
program output so that you can see what it has done. This is useful both as a
learning tool, and in the event that you need to recover an incomplete CLONE
operation manually.

Any unit created by CLONE has a mirrorset level in the configuration hierarchy,
even if the original unit did not have mirroring. The CLONE utility uses
mirrorsets during copying, and must maintain that structure when it adds the
cloned disk as a newly-created unit. The following steps illustrate this concept:

1. CLONE is run on a single-disk unit.

2. CLONE creates a mirrorset from the single disk and adds the target disk to
the mirrorset. The target disk is initialized as a member of a mirrorset when
it is added.

3. The data on the first member of the mirrorset is copied to the new (target)
member.

4. When the copy is complete, CLONE removes the target drive from the
mirrorset, and then sets the original disk so that it is no longer a mirrorset.

5. Because the target disk was initialized as a mirrorset member, CLONE
makes it into a single-member mirrorset to preserve the metadata before
adding it as a unit.

The new mirrorset level only affects clones of single-disk units and stripesets.
Mirrorsets and striped mirrorsets already use mirroring, and any clones from
such units have the same structure as the original units.

Although the operations involved in most CLONE processes are commonplace,
the reaction in response to failures during the operation is heavily influenced by
each installation’s operational needs. For this reason, CLONE does not attempt
to automate the error recovery process. If you encounter an error during a
CLONE operation, you will need to resolve the situation by manually issuing the
appropriate CLI commands.

The following circumstance causes CLONE to cease operation:

If the controller is reset or there is a power loss.

If the host moves the unit being copied from one controller to the other.
If you change the configuration of the unit while CLONE is running.

If a disk device being used by CLONE fails.

If the CLONE utility is aborted via Ctrl/Y or Ctrl/C.

© a k w N

If the controller fails.
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In most cases, CLONE can automate the operation entirely and completes
successfully without intervention. In those cases when it cannot complete, it
stops at the point the error occurred. The CLI commands performed up to that
point remain on the screen.

Recovering partially completed CLONE operations requires you to be familiar
with the data snapshot process as described in the StorageWorks Array
Controllers HS Family of Array Controllers User’s Guide. The recovery strategy
is to decide what follow-on operations will best meet your operational needs. You
can continue the data snapshot operation to completion by manually issuing the
remaining commands in the sequence, or you can undo the actions CLONE has
taken so far by issuing appropriate CLI commands to reverse them.

Note

CLONE does not operate on stripesets that have different types of
members. All stripeset members must be single disks, or all must be
mirrorsets.

Each of the four CLONE examples that follow contain a detailed discussion of the
typical sequence of operations that CLONE performs for each of the legal target
configurations. If a CLONE operation does not complete, use these template
sequences and your knowledge of data snapshot operations in general to guide a
manual recovery session.
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7.12.1 Cloning a Single Device Unit

CLI> RUN CLONE

Clone Local Program Invoked
Units available for cloning:

110

799

Enter unit to clone ? 110

Clone will create a new unit which is a copy of unit 110.
Enter the unit number which you want assigned to the new unit ? 797
The new unit may be added using one of the following methods:

1. Clone will pause after all members have been copied. The user must

then press RETURN to cause the new unit to be added.

2. After all members have been copied, the unit will be added automatically.
Under which above method should the new unit be added [] ? 1
Devices available for clone targets:

DISK300 (size=2050353)

DISK330 (size=2050353)

Use available device DISK300(size=2050353) for
member DISK110(size=2050353) (y,n) [y] ? y
mirror DISK110 C M
set C_M nopolicy
set C_M members=2
set C_M replace=DISK300
Copy in progress for each new member. Please be patient...

copy from DISK110 to DISK300 is 6% complete

copy from DISK110 to DISK300 is 12% complete

copy from DISK110 to DISK300 is 19% complete

cbpy from DISK110 to DISK300 is 98% complete
copy from DISK110 to DISK300 is 100% complete

Press RETURN when you want the new unit to be created
reduce DISK300
unmirror DISK110
add mirrorset C_M DISK300
init C_M nodestroy
add unit D797 C_M

D797 has been created. It is a clone of D110.
Clone - Normal Termination
HS1CP1>

The following is the list of commands (in sequential order) you would use if you
need to manually clone the single device unit from the example above:

SHOW DEVICES

SHOW STORAGESETS

MIRROR disk-device-namel container-name

SET mirrorset-container-name POLICY= policy-type

SET mirrorset-container-name MEMBERSHIP= number-of- members

o o M~ wDh Pk

SET mirrorset-container-name REPLACE= disk-device-name
Wait for member NORMALIZATION

REDUCE disk-device-name
8. UNMIRROR disk-device-name

~
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9. ADD MIRRORSET mirrorset-container-name disk-device-name
10. INITIALIZE container-name NODESTROY
11. ADD UNIT unit-number container-name

The following is an example of the specific manual commands used to clone the
single device unit from the example above:

HS1CP1> SHOW DEVICES®
HS1CP1> SHOW STORAGESE™®
HS1CP1> MIRROR DISK110 C_M@

HS1CP1> SET C_M NOPOLICY®
HS1CP1> SET C_M MEMBERSHIP=@
HS1CP1> SET C_M REPLACE=DISK300@

HS1CP1> REDUCE DISK300@
HS1CP1> UNMIRROR DISK110@
HS1CP1> ADD MIRRORSET C_M DISK30@

HS1CP1> INITIALIZE C_M NODESTROY @
HS1CP1> ADD UNIT D797 C_M@

Displays the units available for cloning.
Displays the storagesets that are currently configured.

Converts the physical device DISK110 into a one-member mirrorset and
names the mirrorset C_M.

Sets the replacement policy for mirrorset C_M to NOPOLICY so that spareset
members are not automatically added to the mirrorset

Sets the nominal membership of mirrorset C_M to two members.

Places disk DISK300 into mirrorset C_M. The controller automatically starts
copying data from the original member to the new member.

Removes DISK300 from mirrorset C_M, after a copy from the existing
mirrorset member to DISK300 has completed.

Converts the one-member mirrorset DISK110 back to a physical device.

Creates a one-member mirrorset from DISK300 and names the mirrorset
C M.

Initializes mirrorset C_M, but does not destroy any of the forced error
metadata on the disk.

Creates a logical unit to the controller from the initialized mirrorset C_M and
names the unit D797.
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7.12.2 Cloning a Stripeset

HS1CP1> SHOW STORAGESETS
Name Storageset Uses

ST1 stripeset DISK130

DISK200

HS1CP1> run clone

Clone Local Program Invoked

Units available for cloning:

110

799

Enter unit to clone ? 799

Clone will create a new unit which is a copy of unit 799.

Enter the unit number which you want assigned to the new unit ?
The new unit may be added using one of the following methods:

Used by

D799

798

1. Clone will pause after all members have been copied. The user must

then press RETURN to cause the new unit to be added.

2. After all members have been copied, the unit will be added automatically.

Under which above method should the new unit be added [] ?

Devices available for clone targets:
DISK220 (size=832317)
DISK240 (size=832317)
DISK310 (size=832317)
Use available device DISK220(size=832317) for
member DISK130(size=832317) (y,n) [y] ? y
mirror DISK130 C_MA
set C_MA nopolicy
set C_MA members=2
set C_MA replace=DISK220
Devices available for clone targets:
DISK240 (size=832317)
DISK310 (size=832317)
Use available device DISK240(size=832317) for
member DISK200(size=832317) (y,n) [y] ? y
mirror DISK200 C_MB
set C_MB nopolicy
set C_MB members=2
set C_MB replace=DISK240

Copy in progress for each new member. Please be patient...

copy from DISK130 to DISK220 is 15% complete
copy from DISK200 to DISK240 is 11% complete
copy from DISK130 to DISK220 is 27% complete
copy from DISK200 to DISK240 is 23% complete

cbpy from DISK130 to DISK220 is 100% complete
copy from DISK200 to DISK240 is 100% complete

Press RETURN when you want the new unit to be created
reduce DISK220 DISK240
unmirror DISK130
unmirror DISK200
add mirrorset C_MA DISK220
add mirrorset C_MB DISK240
add stripeset C ST1 C_MA C_MB
init C_ST1 nodestroy chunk=128
add unit D798 C_ST1

D798 has been created. It is a clone of D799.
Clone - Normal Termination
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HS1CP1> SHOW DEVICES

Name Type Port Targ Lun Used by
DISK130 disk 1 3 0 ST1
DISK200 disk 2 0 0 ST1
DISK220 disk 2 2 0 C_MA
DISK240 disk 2 4 0 C_MB
DISK310 disk 3 1 0

HS1CP1> SHOW STRIPESETS

Name Storageset Uses Used by

C_ST1 stripeset C_MA D798
C_MB

ST1 stripeset DISK130 D799
DISK200

HS1CP1>

To manually clone a stripeset, use the following commands in sequential order:

© ® N o g > w Db

-
=

11.
12.
13.
14.
15.
16.

17.
18.

SHOW DEVICES

SHOW UNITS

MIRROR disk-device-namel container-namel

SET mirrorset-container-namel NOPOLICY

SET mirrorset-container-namel MEMBERSHIP=

SET mirrorset-container-namel REPLACE=

MIRROR disk-device-name2 mirrorset-container-name2
SET mirrorset-container-name2 NOPOLICY

SET mirrorset-container-name2 MEMBERSHIP=

SET mirrorset-container-name2 REPLACE=
Wait for NORMALIZATION of all new mirrorset members.

REDUCE disk-device-name disk-device-name[N]

UNMIRROR disk-device-name

UNMIRROR disk-device-name

ADD MIRRORSET mirrorset-container-namel disk-device-name
ADD MIRRORSET mirrorset-container-name2 disk-device-name

ADD STRIPESET stripeset-container-name mirrorset-container-namel
mirrorset-container-name2

INITIALIZE stripeset-container-name NODESTROY CHUNK=

ADD UNIT unit-name stripeset-container-name
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The following is an example of the manual commands for cloning a stripeset:

HS1CP1> SHOW DEVICES®
HS1CP1> SHOW STORAGESE™®
HS1CP1> MIRROR DISK130 C_MA@

HS1CP1> SET C_MA NOPOLICY@®
HS1CP1> SET C_MA MEMBERSHIP=@
HS1CP1> SET C_MA REPLACE=DISK220@
HS1CP1> MIRROR DISK200 C_MB@
HS1CP1> SET C_MB NOPOLICY@®
HS1CP1> SET C_MB MEMBERSHIP=@
HS1CP1> SET C_MB REPLACE=DISK2408

..wait for NORMALIZATION OF DISK220 and DISK240...

HS1CP1> REDUCE DISK220 DISK240 @
HS1CP1> UNMIRROR DISK130@

HS1CP1> UNMIRROR DISK200@

HS1CP1> ADD MIRRORSET C_MA DISK22@

HS1CP1> ADD MIRRORSET C_MB DISK24@

HS1CP1> ADD STRIPESET C_ST1 C_MA C_M@®
HS1CP1> INITIALIZE C_ST1 NODESTROY CHUNK=128@
HS1CP1> ADD UNIT D798 C_ ST1 @

HS1CP1> SHOW DEVICES®
HS1CP1> SHOW STRIPESETH®

Displays the units available for cloning.
Displays the storagesets that are currently configured.

Converts the physical device DISK130 into a one-member mirrorset and
names the mirrorset C_MA.

Sets the replacement policy for mirrorset C_MA to NOPOLICY so that
spareset members are not automatically added to the mirrorset

Sets the nominal membership of mirrorset C_MA to two members.

Places disk DISK220 into mirrorset C_MA. The controller automatically
starts copying data from the original member to the new member.

Converts the physical device DISK200 into a one-member mirrorset and
names the mirrorset C_MB.

Sets the replacement policy for mirrorset C_MB to NOPOLICY so that
spareset members are not automatically added to the mirrorset

Sets the nominal membership of mirrorset C_MB to two members.

Places disk DISK240 into mirrorset C_MB. The controller automatically
starts copying data from the original member to the new member.

Removes DISK220 and DISK240 from their respective mirrorsets, after the
copy operations from the existing mirrorset members has completed.

Converts the one-member mirrorset DISK130 back to a physical device.
Converts the one-member mirrorset DISK200 back to a physical device.

Creates a one-member mirrorset from DISK220 and names the mirrorset
C_MA.

Creates a one-member mirrorset from DISK240 and names the mirrorset
C_MB.
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Creates a stripeset called C_ST1 from the two newly-created mirrorsets
C_MA and C_MB.

new metadata onto the members.

names the unit D798.

Shows the device configuration after the clone is complete.

Shows the stripesets after the clone is complete.

7.12.3 Cloning a Mirrorset
HS1CP1> SHOW DEVICES

Name Type Port Targ Lun Used by

DISK110 disk 1 1 0 M1

DISK150 disk 1 5 0

DISK220 disk 2 2 0 M1

DISK310 disk 3 1 0

DISK350 disk 3 5 0

DISK420 disk 4 2 0

DISK510 disk 5 1 0

DISK550 disk 5 5 0

DISK620 disk 6 2 0

HS1CP1>

HS1CP1> SHOW MIRRORSETS

Name Storageset Uses Used by

M1 mirrorset DISK110 D411
DISK220

HS1CP1>

HS1CP1> RUN CLONE

Clone Local Program Invoked

Units available for cloning:

411

Enter unit to clone ? 411

Enter the unit number which you want assigned to the new unit? 499

The new unit may be added using one of the following methods:

1. Clone will pause after all members have been copied. The user must

then press RETURN to cause the new unit to be added.

2. After all members have been copied, the unit will be added automatically.
Under which above method should the new unit be added [J? 2
Devices available for clone targets:

DISK150 (size=832317)

DISK310 (size=832317)

DISK350 (size=832317)

DISK420 (size=832317)

DISK510 (size=832317)

DISK550 (size=832317)

DISK620 (size=832317)
Use available device DISK150

—

size=832317) for

member DISK110(size=832317) (y,n) [y] ? N
Use available device DISK310(size=832317) for
member DISK110(size=832317) (y,n) [y] ? Y

set M1 nopolicy
set M1 members=3
set M1 replace=DISK310
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Copy in progress for each new member. Please be patient...
copy from DISK110 to DISK310 is 5% complete
copy from DISK110 to DISK310 is 10% complete

copy from DISK110 to DISK310 is 97% complete
copy from DISK110 to DISK310 is 100% complete
reduce DISK310
add mirrorset C_M1 DISK310
init C_M1 nodestroy
add unit D499 C_M1

D499 has been created. It is a clone of D411.
Clone - Normal Termination

HS1CP1>

HS1CP1> SHOW DEVICES

Name Type Port Targ Lun Used by

DISK110 disk 1 1 0 M1

DISK150 disk 1 5 0

DISK220 disk 2 2 0 M1

DISK310 disk 3 1 0 C M1

DISK350 disk 3 5 0

DISK420 disk 4 2 0

DISK510 disk 5 1 0

DISK550 disk 5 5 0

DISK620 disk 6 2 0

HS1CP1>

HS1CP1> SHOW MIRRORSETS

Name Storageset Uses Used by

c_M1 mirrorset DISK310 D499

M1 mirrorset DISK110 D411
DISK220

HS1CP1>

To manually clone a mirrorset, use the following commands in sequential order:
1. SHOW DEVICES

2. SHOW MIRRORSETS

3. SET mirrorset-container-name NOPOLICY

4. SET mirrorset-container-name MEMBERSHIP=3

5

SET mirrorset-container-name REPLACE= disk-device-name
Wait for NORMALIZATION.

REDUCE disk-device-name
ADD MIRRORSET mirrorset-container-name disk-device-name
INITIALIZE mirrorset-container-name NODESTROY CHUNK=

© © N ©

ADD UNIT unit-name mirrorset-container-name
10. SHOW DEVICES
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11. SHOW MIRRORSETS

The following is an example of the commands for cloning a mirrorset:

HS1CP1> SHOW DEVICES®

HS1CP1> SHOW MIRRORSET@
HS1CP1> SET M1 NOPOLICY@
HS1CP1> SET M1 MEMBERSHIP=@
HS1CP1> SET M1 REPLACE=DISK310@

..wait for NORMALIZATION of ML1...

HS1CP1> REDUCE DISK310@

HS1CP1> ADD MIRRORSET C_M1 DISK31@

HS1CP1> INITIALIZE C_M1 NODESTROY CHUNK=128@
HS1CP1> ADD UNIT D499 C_M1@

HS1CP1> SHOW DEVICES®D
HS1CP1> SHOW MIRRORSET@

@ Displays the units available for cloning.
Displays the mirrorsets that are currently configured.

Sets the replacement policy for mirrorset M1 to NOPOLICY so that spareset
members are not automatically added to the mirrorset

Sets the nominal membership of mirrorset M1 to three members.

Places disk DISK310 into mirrorset M1. The controller automatically starts
copying data to the new member to make it identical to the existing NORMAL
members.

Removes DISK310 from mirrorset M1 after the copy operation has completed.
Creates a mirrorset called C_M1 from DISK310.

Initializes mirrorset C_M1 with a chunksize of 128 blocks, but does not write
new metadata onto the members.

Creates a logical unit for the host from mirrorset C_M1 and names the unit
D499.

Shows the device configuration after the clone is complete.

Shows the mirrorsets after the clone is complete.
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7.12.4 Cloning a Striped Mirrorset
HS1CP1> SHOW DEVICES

Name Type Port Targ Lun Used by
DISK110 disk 1 1 0 M1
DISK150 disk 1 5 0
DISK220 disk 2 2 0 M1
DISK310 disk 3 1 0 M2
DISK350 disk 3 5 0
DISK420 disk 4 2 0 M2
DISK510 disk 5 1 0 M3
DISK550 disk 5 5 0
DISK620 disk 6 2 0 M3
HS1CP1> SHOW MIRRORSETS
Name Storageset Uses Used by
M1 mirrorset DISK110 ST1
DISK220
M2 mirrorset DISK310 ST1
DISK420
M3 mirrorset DISK510 ST1
DISK620
HS1CP1>
HS1CP1> SHOW STORAGESETS
Name Storageset Uses Used by
ST1 stripeset M1 D411
M2
M3
HS1CP1>

HS1CP1> RUN CLONE
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Clone Local Program Invoked
Units available for cloning:
411

Enter unit to clone ? 411
Clone will create a new unit which is a copy of unit 411.

Enter the unit number which you want assigned to the new unit? 499
The new unit may be added using one of the following methods:

1. Clone will pause after all members have been copied. The user must

then press RETURN to cause the new unit to be added.

2. After all members have been copied, the unit will be added automatically.
Under which above method should the new unit be added [J? 1
Devices available for clone targets:

DISK150 (size=832317)

DISK350 (size=832317)

DISK550 (size=832317)
Use available device DISK150

—

size=832317) for

member DISK110(size=832317) (y,n) [y] ? N
Use available device DISK350(size=832317) for
member DISK110(size=832317) (y,n) [y] ? Y

set M1 nopolicy
set M1 members=3
set M1 replace=DISK350
Devices available for clone targets:
DISK150 (size=832317)
DISK550 (size=832317)
Use available device DISK150(size=832317) for
member DISK310(size=832317) (y,n) [y] ? Y
set M2 nopolicy
set M2 members=3
set M2 replace=DISK150
Devices available for clone targets:
DISK550 (size=832317)
Use available device DISK550(size=832317) for
member DISK510(size=832317) (y,n) [y] ? Y
set M3 nopolicy
set M3 members=3
set M3 replace=DISK550
Copy in progress for each new member. Please be patient...
copy from DISK110 to DISK350 is 7% complete
copy from DISK310 to DISK150 is 6% complete
copy from DISK510 to DISK550 is 5% complete

éopy from DISK110 to DISK350 is 100% complete
copy from DISK310 to DISK150 is 100% complete
copy from DISK510 to DISK550 is 100% complete

Press RETURN when you want the new unit to be created
reduce DISK350 DISK150 DISK550

add mirrorset C_M1 DISK350
add mirrorset C_M2 DISK150
add mirrorset C_M3 DISK550

add stripeset C_ST1 C ML CM2C M3
init C_ST1 nodestroy chunk=128
add unit D499 C ST1

D499 has been created. It is a clone of D411.
Clone - Normal Termination

HS1CP1>
HS1CP1> SHOW DEVICES
Name Type Port Targ Lun Used by
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DISK110 disk 1 1 0 M1
DISK150 disk 1 5 0 C M2
DISK220 disk 2 2 0 M1
DISK310 disk 3 1 0 M2
DISK350 disk 3 5 0 cm
DISK420 disk 4 2 0 M2
DISK510 disk 5 1 0 M3
DISK550 disk 5 5 0 C M3
DISK620 disk 6 2 0 M3
HS1CP1>
HS1CP1> SHOW MIRRORSETS
Name Storageset Uses Used by
CM mirrorset DISK350 C ST1
C_MA mirrorset DISK150 C_ST1
C_MB mirrorset DISK550 C ST1
M1 mirrorset DISK110 ST1
DISK220
M2 mirrorset DISK310 ST1
DISK420
M3 mirrorset DISK510 ST1
DISK620
HS1CP1>
HS1CP1> SHOW STORAGESETS
Name Storageset Uses Used by
C ST1 stripeset c M D499
C M2
C M3
STl stripeset M1 D411
M2
M3
HS1CP1>
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To manually clone a striped mirrorset, use the following commands

order:

=
I

13.
14.
15.
16.
17.

18.
19.
20.
21.
22.

The following is an example of the commands for cloning striped mirrorsets:

© 0o N o a0~ oD PRE

SHOW DEVICES

SHOW MIRRORSETS

SHOW STORAGESETS

SET mirrorset-container-namel NOPOLICY
SET mirrorset-container-namel MEMBERSHIP=
SET mirrorset-container-namel REPLACE=
SET mirrorset-container-name2 NOPOLICY
SET mirrorset-container-name2 MEMBERSHIP=
SET mirrorset-container-name2 REPLACE=
SET mirrorset-container-name3 NOPOLICY
SET mirrorset-container-name3 MEMBERSHIP=

SET mirrorset-container-name3 REPLACE=
Wait for NORMALIZATION of all new mirrorset members.

REDUCE disk-device-name disk-device-name[N] disk-device-name [N]
ADD MIRRORSET mirrorset-container-name disk-device-name
ADD MIRRORSET mirrorset-container-name disk-device-name
ADD MIRRORSET mirrorset-container-name disk-device-name

ADD STRIPESET stripeset-name mirrorset-container-namel mirrorset-
container- name2 mirrorset-container-name3

INITIALIZE stripeset-name NODESTROY CHUNK=
ADD UNIT unit-name stripeset-name

SHOW DEVICES

SHOW MIRRORSETS

SHOW STORAGESETS

HS1CP1> SHOW DEVICES®

HS1CP1> SHOW MIRRORSET@
HS1CP1> SHOW STORAGESEW®
HS1CP1> SET M1 NOPOLICY@
HS1CP1> SET M1 MEMBERSHIP=@
HS1CP1> SET M1 REPLACE=DISK350@
HS1CP1> SET M2 NOPOLICY@
HS1CP1> SET M2 MEMBERSHIP=@
HS1CP1> SET M2 REPLACE=DISK150@
HS1CP1> SET M3 NOPOLICY@
HS1CP1> SET M3 MEMBERSHIP=@
HS1CP1> SET M3 REPLACE=DISK550@

..wait for NORMALIZATION of M1, M2, and M3...
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HS1CP1> REDUCE DISK350 DISK150 DISK550 @
HS1CP1> ADD MIRRORSET C_M1 DISK35@

HS1CP1> ADD MIRRORSET C_M2 DISK15@®
HS1CP1> ADD MIRRORSET C_M3 DISK55@
HS1CP1> ADD STRIPESET C_ST1 C_M1 C_M2 C_M®
HS1CP1> INITIALIZE C_ST1 NODESTROY @
HS1CP1> ADD UNIT D499 C ST1@

HS1CP1> SHOW DEVICES®
HS1CP1> SHOW MIRRORSET@®
HS1CP1> SHOW STORAGESEW®

Displays the devices available for cloning.
Displays the configured mirrorsets.
Displays the configured storagesets.

Sets the replacement policy for mirrorset M1 to NOPOLICY so that spareset
members are not automatically added to the mirrorset

Sets the nominal membership of mirrorset M1 to three members.

Places disk DISK350 into mirrorset M1. The controller automatically starts
copying data from existing NORMAL members to the new member.

Sets the replacement policy for mirrorset M2 to NOPOLICY so that spareset
members are not automatically added to the mirrorset

Sets the nominal membership of mirrorset M2 to three members.

Places disk DISK150 into mirrorset M2. The controller automatically starts
copying data from existing NORMAL members to the new member.

Sets the replacement policy for mirrorset M3 to NOPOLICY so that spareset
members are not automatically added to the mirrorset

Sets the nominal membership of mirrorset M3 to three members.

Places disk DISK550 into mirrorset M3. The controller automatically starts
copying data from existing NORMAL members to the new member.

Removes DISK350, DISK150, and DISK550 from their respective mirrorsets,
after the copy operations from the existing NORMAL mirrorset members has
completed.

Creates new one-member mirrorset C_M1 that contains DISK350.
Creates new one-member mirrorset C_M2 that contains DISK150.
Creates new one-member mirrorset C_M3 that contains DISK550.

Creates a stripeset called C_ST1 from the three new mirrorsets C_M1, C_M2,
and C_M3.

Initializes stripeset C_ST1 with a chunksize of 128 blocks, but does not write
new metadata onto the members.

Creates a logical unit for the host from stripeset C_ST1 and names the unit
D499.

Shows the device configuration after the clone is complete.
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@® Shows the mirrorsets after the clone is complete.

@ Shows the storagesets after the clone is complete.

Diagnostics, Exercisers, and Utilities  7-115






38

Removing and Replacing Field Replaceable

Units

This chapter describes how to remove and replace/install field replaceable units
(FRUS) in both dual-redundant and nonredundant configurations. This chapter
provides information on the following:

Electrostatic discharge protection

Accessing network array components

Connecting a terminal to the server processor

Replacing a server processor in a dual server processor network array
Preparing to replace server processor components

Replacing internal server processor components accessible from the rear
Replacing internal server processor components accessible from the front
Reassembling the server processor

Reinstalling the server processor

Replacing the cable distribution unit

Replacing network array shelf components

Removing and replacing the HS1CP and HS1CP components

Removing and replacing fans

Replacing cabinet cables and cords

This chapter also discusses how to warm swap some of the network array
components.

CAUTION

Warm swapping internal server processor components is not recommended
at any time.

Appendix B provides a list of FRUs, expendable parts, and required tools.

8.1 Electrostatic Discharge Protection

Electrostatic discharge (ESD) can damage subsystem components. This section
describes the necessary procedures for protecting the subsystem components
against ESD.
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Use the following strategies to minimize electrostatic discharge problems:

= Maintain more than 40 percent humidity in the room where your subsystem
resides.

= Place the subsystem cabinet away from heavy traffic paths.

= If possible, do not work in a carpeted area. If carpeting is required, choose an
antistatic carpet. If any type of carpeting is installed, place antistatic mats
around the system to decrease electrostatic discharge.

ESD Grounding Procedure
Prior to removing or replacing any module, do the following:

1. Obtain and attach an ESD wrist strap to your wrist. Ensure that the strap
fits snugly around your wrist.

2. Plug or clip the other end of the ESD wrist strap to a ESD bolt or ground
stud usually located on the cabinet’s vertical rail that is common for both the
HS1CP shelves and the storage shelves.

3. Obtain and use an approved antistatic bag and/or a grounded antistatic mat.

CAUTION

Attempting to replace or repair components within FRUs can cause
equipment damage. Use the controller fault indications and error logs to
isolate FRU-level failures.

8.2 Accessing Network Array Components

It is not always necessary to remove the top and sides of the SWB800 cabinet

to perform maintenance activities on network array components. Use the
appropriate steps of the following procedure to remove power and gain access to
the cabinet interior for equipment removal and replacement.

Digital recommends full and unrestricted access to the cabinet interior if you are
replacing and routing cables during maintenance activities.

WARNING

While working in the cabinet interior, you must remove ac power from
cabinet components. Failure to do so can result in personal injury as a
result of electric shock.

If you need to power down the full cabinet, first spin down all disk drives
and halt all tape operation in the cabinet. Switch the circuit breakers on
the server processor, HS1CP, and the CDUs to the OFF () position.

1. Remove power from the failed server processor, HS1CP, or CDU. Use the
shutdown procedure described for each component in the appropriate section
of this manual.

2. If required, remove power cords from the wall receptacles.
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3. Move the cabinet away from any adjacent cabinets to allow 360 degree access.

Note

You must remove the sides and top of the cabinet to access the cables or
cords.

4. Using Figure 8-1 for reference, remove the side panels as follows:

Note

There are three side panel hanger clips on each side of the cabinet. A
matching set of hanger clips are attached to each side panel.

a. Loosen the top cover by pushing up on its front and rear edges until it
snaps free of its fasteners.

WARNING

The top cover is heavy and awkward to lift. Removing it requires
two people. Failure to use sufficient personnel can result in injury to
personnel or equipment damage.

b. Using two people, lift the top cover from the cabinet and set it aside.

c. Remove the bolts attaching the side panels to the top side rails of the
cabinet.

d. Grasp a panel along its front and rear edges and lift up until the hanger
clips disengage. Lift the panel away from the cabinet.

e. Repeat the previous step to remove the opposite panel.

5. Release the door locks mounted on the smooth vertical panel of each door by
turning the locks counterclockwise with a 5/32-inch Allen wrench.

6. Open the cabinet doors.

Replace the cabinet doors, side panels, and top cover by reversing the previous
procedures.
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Figure 8-1 Exterior Cabinet Panel Removal and Installation
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8.3 Connecting a Terminal to the Server Processor
Note

You must have a console terminal connected to the server processor to
complete the procedures described in this chapter. If you already have a
terminal connected, proceed to the first step of the replacement process.

If you do not have a terminal connected, use the following procedure. Any
terminal that supports ANSI control sequences can be used, including

8-4 Removing and Replacing Field Replaceable Units



graphics displays that provide emulation of an ANSI-compatible video
terminal.

1. Make sure the power switch on the back of the terminal is OFF ().
2. Connect one end of the terminal cable to the back of the terminal.

3. Using a 5/32-inch hex wrench, open the rear door of the network array
cabinet.

4. Connect the other end of the terminal cable to the EIA terminal port on the
rear of the server processor using the female MMJ adapter (part number
H8571-J) as shown in Figure 8-2.

5. Turn the terminal power switch to ON (|).

6. Set the terminal’'s communication setup to 9600 baud, with 8 data bits, 1 stop
bit, and no parity. Refer to your terminal documentation for terminal setup
instructions.

Figure 8-2 Back View of the Server Processor
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8.4 Replacing a Server Processor in a Dual Server Processor
Network Array

Digital recommends that you power everything off prior to servicing equipment
such as a server processor CPU. However, if the Network Array must remain

running while servicing one of the server processors, then the following procedure
provides a means to hot swap a server processor.

There are slight variations to this procedure depending on whether terminated or
non-terminated DSSI cables are installed in the Network Array. These variations
are highlighted during the procedure.
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Note

The Digital Part # for the non-terminated DSSI cable is 17—-03855—xx.

The Digital Part # for the terminated DSSI cable is 17-04288—xx. In
addition, the terminated cable has a ferrite bead approximately six inches
from the straight connector end of the cable.

8.4.1 Removing the DSSI Cables

Use the following procedure to remove the DSSI cable connecting the HS1CP
device channel processors to the failed server processor and install terminators, if
necessary, on the HS1CPs while the server processor is out-of-service.

1. Minimize Server traffic as much as possible by stopping all unnecessary jobs.

2. Run the VMS shutdown procedure on the failing server processor by entering
the following command:

$ @SYS$SYSTEM:SHUTDOWN

at the DCL $ prompt. When shutdown completes and the >>> prompt is
displayed, then power off the failed server processor. Disconnect all ac power
cords from the failed server processor.

3. From the Server console terminal at the DCL prompt enter the following
command:

$ SET HOST/DUP/SERVER=MSCP$DUP/TASK=CLhode-name

Where:

node-name is the name assigned to the device channel processor (for example,
HS1CP1). HS1CP1 and HS1CP2 will be used throughout this procedures to
reference the two device channel processors in a dual-redundant pair.

4. You will now be at the CLI of HS1CP1 and the prompt HS1CP1> will appear
on your screen.

5. Failover HS1CP2 by entering the following command:
HS1CP1> SHUTDOWN OTHER OVERRIDE_ONLINE
Wait for the following message BEFORE proceeding to the next step:
%PAAQ, Software is Closing Virtual Circuit - REMOTE NODE HS1CP2

6. It may take some time based on work load for HS1CP2 to failover to HS1CP1.
You can monitor this failover process by entering

HS1CP1> SHOW THIS
When the display shows the following message, failover is complete:

Configured for dual-redundancy with ZG43100034
All devices failed over to this controller

7. Disconnect the DSSI cable (see appropriate steps below):
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10.

Nonterminated DSSI Cable (Digital Part Number 17-03855—  xx)
WARNING

The following steps are very CRITICAL when working with a powered-
on HS1CP. With the nonterminated DSSI cable (Digital Part Number
17-03855—xx), there is a RISK of damaging the device bus adapter in the
server processor if you are not careful.

During the removal/installation of DSSI cables and terminators while
power is asserted, you must make sure that the two mating pieces
between the cable and trilink connector are perfectly aligned horizontally
and vertically. If these connecting pieces are skewed in any manner upon
attachment, there is a very strong possibility of shorting two adjacent pins
together and blowing one or more fuses. Removing the trilink connector
assembly (with DSSI cables still attached) from the HS1CP will help
minimize this risk.

Digital does not recommend working on the DSSI bus with power on.

= At the trilink connector of HS1CP2, disconnect the DSSI cable that
attaches this failed over HS1CP to the powered off server processor.
Detach the other end of the DSSI cable from the server processor.

e On the trilink of HS1CP2, install the DSSI terminator in the connector
from which you just removed the DSSI cable.

Terminated DSSI Cable (Digital Part Number 17-04288—  xx)

= Detach the DSSI cable from the server processor ONLY. Do NOT detach
the DSSI cable from the HS1CP.

Note

The HS1CP is terminated since the terminated DSSI cable has a
terminator incorporated in the straight-angle connector that attaches
to the server processor.

At the HS1CP1> prompt on the console terminal enter the following
command:

HS1CP1> RESTART OTHER
Now depress the green Restart button on HS1CP2.

Important

Wait for the LED on the Restart button to start blinking BEFORE
proceeding to the next step. The blinking LED indicates a successful
hardware restart has occurred.

At the HS1CP1> prompt on the console terminal enter the following
command:

HS1CP1> SHOW OTHER
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If the message:

Configured for dual-redundancy with ZG43100039
In dual-redundant configuration

Othér controller restarted

is NOT displayed, then HS1CP2 has not completed its restart.
Continue to enter SHOW OTHER until this message appears.

11. At the HS1CP1> prompt on the console terminal enter the following
command:

HS1CP1> EXIT
12. Perform Steps 3-11 for the second HS1CP in this dual-redundant pair.

13. Unless you are working on a model HS241 network array, you are now
finished with this procedure until you are ready to reinstall a replacement
server processor or you are have replaced the failed device bus adapter. At
that time you should proceed to Section 8.4.3. If you are working on a model
HS241 network array, you must repeat the steps in this section to disconnect
the DSSI cables from the second HS1CP dual-redundant pair to the failed
Server processor.

Note

You can proceed with normal workload processing through your Server.
You might notice degraded performance until the second server processor
is replaced.

8.4.2 Exchanging the Server Processor

Use the following procedure to remove the failed server processor from the
cabinet:

CAUTION

The server processor can weigh nearly 80 pounds when fully configured.
Unless proper safety precautions are used when removing or installing
the server processor, injury can result. The server processor requires two
people to assure safe handling during removal or replacement.

CAUTION

Do not replace the server processor or its internal components while the
power is applied or the system remains on-line.

1. Disconnect the FDDI connections from the rear of the server processor.
Make sure that the FDDI cable is secured to prevent damage during the
maintenance activity.

2. Disconnect the terminal data connection from the EIA terminal port.

3. Remove the red shipping brackets that hold the server processor in place.
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With all the cables disconnected, slide the server processor toward the rear
until it is stopped by the slide insert locks.

To remove the server processor from the cabinet, press in on each of the slide
insert locks to move the server processor to the end of its slide, and remove it
from the cabinet.

After performing maintenance on the server processor or receiving a replacement
server processor, reverse the above steps to reinstall the server processor in the
cabinet. For more detailed server processor installation procedures, see Sections
8.8 and 8.9.

8.4.3 Reinstalling the DSSI Cables

After reinstalling the server processor in the cabinet perform the following
procedure to reinstall the DSSI cables between the HS1CPs and the serviced
server processor:

1.
2.

Minimize Server traffic as much as possible by stopping all unnecessary jobs.
From the Server console terminal at the DCL prompt enter the following:
$ set host/dup/server=mscp$Sdup/task=cli node-name

Where:

node-name is the name assigned to the device channel processor (for example,
HS1CP1). HS1CP1 and HS1CP2 will be used throughout this procedures to
reference the two device channel processors in a dual-redundant pair.

You will now be at the Command Line Interpreter of HS1CP1 and the prompt
HS1CP1> will appear on your screen.

Failover HS1CP2 by entering:

HS1CP1> SHUTDOWN OTHER OVERRIDE_ONLINE

Wait for the following message BEFORE proceeding to the next step:
%PAAQ, Software is Closing Virtual Circuit - REMOTE NODE HS1CP2

It may take some time based on work load for HS1CP2 to failover to HS1CP1.
You can monitor this failover process by entering

HS1CP1> SHOW THIS
When the display shows the following message, failover is complete:

Configured for dual-redundancy with ZG43100034
All devices failed over to this controller

Reconnect the DSSI cable (see appropriate steps below):

Nonterminated DSSI Cable (Digital Part Number 17-03855—  xx)
WARNING

The following steps are very CRITICAL when working with a powered-
on HS1CP. With the nonterminated DSSI cable (Digital Part Number
17-03855—xx), there is a RISK of damaging the device bus adapter in the
server processor if you are not careful.

During the removal/installation of DSSI cables and terminators while
power is asserted, you must make sure that the two mating pieces
between the cable and trilink connector are perfectly aligned horizontally
and vertically. If these connecting pieces are skewed in any manner upon
attachment, there is a very strong possibility of shorting two adjacent pins
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together and blowing one or more fuses. Removing the trilink connector
assembly (with DSSI cables still attached) from the HS1CP will help
minimize this risk.

Digital does not recommend working on the DSSI bus with power on.

e To remove the trilink connector from HS1CP2, insert a thin flathead
screwdriver between the DSSI cable and the terminator and loosen the
top and bottom screws on the trilink connector.

< Remove the trilink assembly from the HS1CP.
= Disconnect the DSSI terminator from the trilink assembly.

< Connect the right-angle end of the DSSI cable to the trilink connector
previously removed from the HS1CP and connect the other end of the
cable to the serviced server processor.

= Install the trilink connector assembly back onto the HS1CP.
Terminated DSSI Cable (Digital Part Number 17-04288—  xx)
= Reattach the DSSI cable to the server processor.

Note

The right-angle end of the DSSI cable should still be attached to the
trilink connector on the HS1CP.

7. At the HS1CP1> prompt on the console terminal enter:
HS1CP1> RESTART OTHER
8. Depress the green Restart button on HS1CP2.

Important

Wait for the LED on the Restart button to start blinking BEFORE
proceeding to the next step. The blinking LED indicates a successful
hardware restart has occurred.

9. At the HS1CP1> prompt on the console terminal enter:
HS1CP1> SHOW OTHER
If the message:

Configured for dual-redundancy with ZG43100039
In dual-redundant configuration

Othér controller restarted

is NOT displayed, then HS1CP2 has not completed its restart.
Continue to enter SHOW OTHER until this message appears.

10. At the HS1CP1> prompt on the console terminal enter:
HS1CP1> EXIT
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11.

12.

13.

14.

15.

16.

17.

Perform Steps 2-10 to reinstall the DSSI cables on the second HS1CP in this
dual-redundant pair.

For reinstallation of the DSSI cables for a model HS241 network array, repeat
the steps in this section for the second HS1CP dual-redundant pair.

Power on the serviced server processor. The console terminal should be
connected to this server processor so you can monitor activity.

On the console terminal at the >>> prompt enter:
>>> BOOT

After the second server processor has booted, depress the reset button on
both HS1CPs so that load balancing can be achieved between the two HS1CP
controllers.

Use the following procedure to verify that the HS221 network array is
correctly integrated into the VMScluster environment:

1. Enter the SHOW CLUSTER command on the terminal that is connected
to one of the server processors.

2. Enter the SHOW CLUSTER command from one or more client nodes
to ensure that the client nodes can see both nodes of this dual server
processor Network Array.

3. Enter the SHOW DEVICE command to ensure the network array is
serving storage to the clients. All storage units, stripesets, and RAIDsets
should appear in the resultant display.

Maintenance is complete and you have full use of the network array once
again.

8.5 Preparing to Replace Server Processor Components

Before removing and replacing components, you need to assemble the required
equipment, familiarize yourself with antistatic precautions (refer to Section 8.1),
and access the individual cables or network array components (see Section 8.2).

8.5.1 Required Equipment

You need the following equipment to perform the installation and removal
procedures described in the following sections:

Flathead screwdriver
Phillips screwdriver, large—#2
Phillips screwdriver, small—#0
Antistatic wrist strap

Replacement option board or component

8.5.2 Shutting Down the System
Use the following procedure to shut down the system:

1.
2.

Stop all work on the server processor in which a component is to be replaced.

Perform an orderly shutdown of the operating system in the server processor
by entering the following command at the DCL $ prompt:

$ @SYS$SYSTEM:SHUTDOWN
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3. When shutdown is complete, open the front door on the network array cabinet
and depress the power button on the server processor OCP to turn off power.

4. Set the On/Off switches on all external connections to the system to the Off
position.

5. Set the On/Off switch on the system unit to the Off position.
If required, remove the FDDI and EISA data cables from the rear of the
Server processor.

8.5.3 Accessing the Server Processor

You may need to remove the server processor from the cabinet to access
components. The server processor can be removed either from the front or
the back of the cabinet, but the power cord must be accessed through the back
door. If you need to remove the server processor, use the following procedure:

CAUTION

The server processor can weigh nearly 80 pounds when fully configured.
Unless proper safety precautions are used when removing or installing
the server processor, injury can result. The server processor requires two
people to assure safe handling during removal or replacement.

CAUTION

Do not replace the server processor or its internal components while the
power is applied or the system remains on-line.

1. Stop all work on the network array in which a component is to be replaced.

2. Perform an orderly shutdown of the operating system in the server processor
using the procedure in Section 8.5.2.

Disconnect the power cable from the front of the server processor.

4. Disconnect the FDDI connections from the rear of the server processor (see
Figure 8-2). Make sure that the FDDI cable is secured to prevent damage
during the maintenance activity.

5. Disconnect the bus cable connectors from the device bus adapter connections
on rear of the server processor and stow the cables out of the way.

6. Disconnect the terminal data connection from the EIA terminal port.
7. Remove the red shipping brackets that hold the server processor in place.

8. With all the cables disconnected, slide the server processor toward the rear
until it is stopped by the slide insert locks.

9. To remove the server processor from the cabinet (if necessary), press in on
each of the slide insert locks to move the server processor to the end of its
slide, and remove it from the cabinet.

At this point, you can either access the internal components of the server
processor or exchange it for a replacement unit. See Section 8.5.4 for
procedures on removing the covers from the server processor to access
components. Refer to 8-1 for a list of components accessible from the front or
back compartment of the server processor.
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To close the server processor and replace it in the cabinet, reverse the previous
procedure.

Table 8-1 Server Processor Components

Front Rear

Power supply HS1AD

Media tray CPU daughterboard
Floppy drive FDDI adapter
CD-ROM drive Memory modules
OCP tray Motherboard

Fan tray assembly SCSI hard drive

(Fan) Baffle assembly

8.5.4 Server Processor Cover Panels

The following sections discuss how to remove the cover panels of the server
processor.

Removing the Rear Top Cover
To remove the rear top cover panel, refer to Figure 8-3 and follow these steps:

1. Loosen the six Phillips screws with a quarter turn counter clockwise.

2. Lift the cover slightly and pull forward.

CAUTION

Damage to the equipment can result if any of the metallic edges of the
finger stock (EMF shield) around the inside of the top cover break off and
fall into the internal server processor circuits.

Inspect the finger stock for missing edges.

4. Inspect the interior of the server processor for finger stock edges. Remove
broken edges before applying power.

Reverse the steps in this procedure to replace the top cover.

Removing the Front Cover
To remove the front cover panel, refer to Figure 8-3 and follow these steps:

1. If you have not done so already, remove the power cable from the server
processor.

2. Remove the screws that attach the power supply to the front cover.

3. Remove the screws attaching the front cover to the chassis using a Phillips
screwdriver.

4. Remove the cover by pulling forward slightly and lifting off.

Reverse the steps in this procedure to replace the front cover.
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Figure 8-3 Removing the Cover Panels
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8.6 Replacing Internal Server Processor Components Accessible

from the Rear

The following sections describe the procedures for removing and replacing
internal server processor FRUs. Before removing and replacing any FRUs,

ensure that the following have occurred:

= Data input to the server processor has been stopped.

= Power has been removed. (Refer to Section 8.5.2 for the system shutdown

procedures.)

See Figure 8—4 for the layout of the server processor components accessible from

the rear of the server processor.
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Figure 8-4 Server Processor Components Accessible from the Rear
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Note

Note that the motherboard insulator and bumpers shown in Figure 8-4
are bonded to the surface of the server processor chassis and usually are
not replaceable items.
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Note

Figure 8-4 shows both a DEFEA FDDI adapter (for HS1xx network
arrays) and a DEFPA FDDI adapter (for HS2xx network arrays). Your
server processor has one or the other, but not both.

8.6.1 Removing and Installing SIMMs

Removing and replacing Single In-line Memory Modules (SIMMSs) includes the
following tasks:

Removing SIMMs
Replacing SIMMs
Verifying memory configuration

Booting the system

The following sections describe these tasks.

8.6.1.1 Removing SIMMs

Note

If SIMMs are installed in Bank 3, you may need to disconnect and
remove the hard drive to have enough space to remove or replace a full
complement of SIMMSs. Refer to Figure 8-5.

WARNING

Memory and CPU modules have parts that operate at high temperatures.
Wait 2 minutes after power is removed before handling these modules.

To prevent damage to SIMMSs adjacent to the ones you want to remove, it is
recommended that SIMMSs be removed and installed only in successive order. For
example, if you have SIMMs already installed in Banks 1, 2, and 3, and you want
to remove a SIMM from Bank 0, follow this process:

Remove SIMMs in Bank 3.
Remove SIMMs in Bank 2.
Remove SIMMs in Bank 1.
Remove the SIMM you need to remove in Bank 0.

Replace the SIMMs using the reverse order.

Refer to Figure 8-5 for clarification of the SIMM layout on the motherboard.
Figure 8-6 illustrates how a SIMM is held and removed from the motherboard.

Use the following procedure to remove SIMMs:

1.

Remove a SIMM by pressing the metal clips on both sides of the SIMM
connector to the side. (See callout 1 in Figure 8-6.)
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Note

If you use a screwdriver to press back on the metal clips, take care not to
damage the motherboard.

2. Note the position of each of the SIMMs you remove.

3. Tilt the memory module and lift it out of its connector. (See callout 2 in
Figure 8-6.)

Figure 8-5 Server Processor Motherboard (for HS1  xx)
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Figure 8-6 Removing SIMMs from the Motherboard
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8.6.1.2 Preparing to Install SIMMs
Observe the following rules when replacing SIMMs:

Bank 0 must contain a memory option. A memory option consists of 5 SIMMs:
0, 1, 2, and 3, and 1 error correction code (ECC) SIMM.

When you install memory in a memory bank, you must have a SIMM installed
in all of the connectors in that bank.

All SIMMs within a bank must be of the same memory capacity.

Observe the rules and recommendations regarding the procedure for removing
and installing SIMMs (see Section 8.6.1.1).

8.6.1.3 Replacing SIMMs
Use the following procedure for replacing SIMMs:

1.

Tilt the connecting end of the module and press gently on the module so it
slips over the two posts located at each end of the slot (see Figure 8-7).

Snap the SIMM into place in the correct upright position, as shown in
Figure 8-7. Make sure that the SIMM is fully seated. The two latches on
the ends of each SIMM connector should lock around the edges of the SIMM.

Install all SIMMs using this same procedure, including any you removed for
SIMM access.

Visually inspect all SIMMs to insure that the spring clips are locked over the
edge of each SIMM connector.
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Figure 8-7 Installing a SIMM
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8.6.1.4 Verifying Memory Configuration

Before booting your system, you should verify the memory configuration using the
SHOW MEMORY command, as follows:

>>> SHO MEM

The SHOW MEMORY command displays information for each memory module in
the system. The command and a sample display are shown in Example 8-1.

Example 8-1 SHOW MEMORY Command

>>> SHO MEM
128 Meg of System Memory

Bank 0 = 64 Mbytes(16 MB Per SIMM) Starting at 0x00000000
Bank 1 = 64 Mbytes(16 MB Per SIMM) Starting at 0x04000000
Bank 2 = No Memory Detected
Bank 3 = No Memory Detected

>>> CONT

8.6.1.5 Booting Your System

After replacing the SIMMs and verifying your memory, boot your system by
entering the BOOT command at the >>> prompt.
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8.6.2 Removing and Replacing the EISA or PCI Option Cards
Removing and replacing EISA and PCI option cards includes the following tasks:

Removing an option card
Replacing an option card
Testing the option card installation

Configuring the option card

8.6.2.1 Preparing to Remove an EISA Device Bus Adapter Card

Digital recommends that you should power everything off prior to servicing
equipment such as a server processor device bus adapter card. However, if the
network array must remain running while servicing one of the server processors
in a dual server processor network array, then the following procedure provides a
means to hot swap components in one of the server processors.

1.

4.

Detach the DSSI cable from the device bus adapter to be replaced as described
in Steps 1-7 of Section 8.4.1.

Remove and replace the device bus adapter as described in Sections 8.6.2.2
and 8.6.2.3.

Reattach the DSSI cable to the replaced device bus adapter as described in
Steps 6-10 and 13-17 of Section 8.4.3.

Test the new device bus adapter as described in Section 8.6.2.4.

8.6.2.2 Removing an EISA or PCI Option Card

CAUTION

Electrostatic discharge damages components. Always use proper ESD
grounding procedures when handling components. Refer to Section 8.1 for
proper grounding procedures.

To remove an EISA or PCI option card, refer to Figure 8-5 and perform the
following steps:

1.

Disconnect any cables connected to the external or internal ports on the
option card you want to remove.
Remove the slot cover screw securing the option card to the chassis.

If the option card to be replaced is in HS1AD slot 0 (between the side of the
server processor and the option card in slot 1), you may need to remove the
card in slot 1 first.

Carefully disconnect the option card from the slot connectors on the system
board and remove it from the system.

Note

If you leave an option slot vacant, install a slot cover and secure it to the
chassis using the screw that you removed from the option card.
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8.6.2.3 Replacing an EISA or PCI Option Card
To replace an option card, refer to Figure 8-5 and perform the following steps:

1.

Remove the new option card from its ESD Antistatic bag and carefully install
it into the appropriate slot connectors on the system board. Press it firmly
into place.

Secure the option card to the chassis using the screw you removed from the
original card.

Note

If the top EISA option slot is used, the bottom PCI slot cannot be used. If
the bottom PCI slot is used, the top EISA slot cannot be used.

8.6.2.4 Testing an EISA or PCI Option Card Installation
To test an option card, you must have a terminal connected to the server
processor, all data cables must be connected, and power must be restored to
the system. Refer to Section 8.3 for information on connecting a terminal to the
system.

Use the following procedure to test the option card installation:

1.

Enter the SHOW CONFIG command to display the system configuration. The
system responds with a display similar to that shown in Example 8-2.

Examine the EISA or PCI bus information in the display to make sure that
the new option is listed. If the option is not listed, see Chapter 4 for help.

Determine the device name of the new option. You must know the device
name to run diagnostic tests on the option. Enter the SHOW DEVICE
command to see the device name.

Run a self-test on the option by entering the TEST command followed by its
device name. If the self-test passes, the system displays the word OK before
displaying the console prompt >>>.

If the system displays a failure message, see Chapter 4 for help.

The following example shows the information displayed when you enter the
SHOW CONFIG command:
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Example 8-2 The SHOW CONFIG Command

Digital Equipment Corporation Alpha AXP (tm) Server
SRM Console x3.7-239 VMS PALcode x5.48-49
MEMORY 128 MB of System Memory

Bank 0 = 64 MB (16 MB per SIMM) starting at 0x00000000
Bank 1 = 64 MB (16 MB per SIMM) starting at 0x20000000
Bank 2 = No Memory Detected
Bank 3 = No Memory Detected

AlphaServer 1000 Serial ROM version: x0.6

EISA BUS
Slot 3 DEC4220 era0.0.0.3.1 08-00-2B-35-F5- 24
Slot 6 CPQ30110

8.6.2.5 Configuring an EISA or PCI Option Card

Depending on the type of option card you install, you may not need to configure
it. When installing an EISA or PCI option card, refer to the system startup
display screen to see if configuration of the card is required. After you turn on
the system, the system startup sequence examines the EISA or PCI option slots
and reports whether you need to run the EISA or PCI Configuration Utility.

8.6.3 Removing and Replacing the Speaker
Use the following procedure to remove and replace the speaker:
1. Remove the rear top cover .
2. Locate the speaker on the side wall of the rear compartment.
3. Cut the tie wrap on the speaker wires.
4. Cut the tie wrap holding the speaker to the speaker bracket.
5. Remove the speaker.
Reverse the procedure to install the speaker.

8.6.4 Removing and Replacing the CPU Daughterboard
Use the following procedure to remove and replace the CPU daughterboard:

WARNING

CPU and memory modules have parts that operate at high temperatures.
Wait 2 minutes after power is removed before handling these modules.

CAUTION

Electrostatic discharge damages components. Always use proper ESD
grounding procedures when handling components. Refer to Section 8.1 for
proper grounding procedures.

1. Remove the screw holding the CPU shipping bracket from the outside rear
face.

2. Lift the CPU shipping bracket off by pushing forward towards the fans to
clear the lip, lifting and turning to the side.
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3. Remove the CPU daughterboard using the pry handles on each end of the
board.

4. Install the new CPU daughterboard in the vacant slot, pressing firmly to
make sure the board is properly seated.

5. Install the CPU shipping bracket using the screw that was previously
removed.

Refer to Figure 8—4 for the relative location of motherboard components.

8.6.5 Removing and Replacing the FDDI Adapter
Refer to Figure 8—4 for a view of the components mounted on the motherboard.

Use the following procedure to remove and replace the FDDI adapter:
1. Remove the slot cover screw securing the FDDI adapter to the chassis.
2. Remove the FDDI adapter from the motherboard.

3. Install the new FDDI adapter, pressing firmly to make sure the board is
properly seated.

4. Install slot cover screw that was previously removed.

8.6.6 Removing and Replacing the Motherboard
Use the following procedure to remove and replace the motherboard:

Remove data cables from EISA option and FDDI adapter.
Record the position of the EISA option.

Remove the EISA option (see Section 8.6.2).

Remove the CPU daughterboard (see Section 8.6.4).
Remove the FDDI adapter (see Section 8.6.5).

Remove the SIMMs (see Section 8.6.1).

Disconnect the speaker wire.

© N o g~ 0 NP

Disconnect each of the cable bundles from the motherboard.

Note

You may need to remove the cable ties holding various cables before
removing the motherboard.

9. Remove the 14 Phillips screws holding the motherboard to the server
processor.

10. Tilt and lift the motherboard out of the enclosure.

Prior to reinstalling the motherboard, visually inspect the server processor
case to insure that all foreign objects have been removed from the interior of
the case.

11. Check that all jumpers on the new motherboard are configured the same
as the old motherboard. See Table 8-2 for a description of the jumpers on
the motherboard. See Figure 8-8 for the location of the jumpers on the
motherboard.
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Figure 8-8 Motherboard Jumper Locations
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Table 8-2 Jumpers on the Motherboard

Jumper Name Description Default Setting

J27 VGA Enable When enabled (as shown in Enabled for on-board
Figure 8-8), the on-board VGA VGA, Disabled if an
logic is activated. EISA- or PCl-based VGA

option is installed.

J49 SCSI Allows the internal SCSI Enabled (as shown in

Termination terminator to be disabled. Figure 8-8).
J50 Flash ROM VPP  Permits the 12V voltage needed Jumper installed.
Enable to update the Flash ROMs.
J52 Temperature Allows the temperature sensor to  Currently ships enabled
Shutdown shut down the system in an over (as shown in Figure 8-8).
temperature condition.

J53 Fan Shutdown Allows the software to shut down Enabled (as shown in
the system if a fan fails. Figure 8-8).

J55 Small Fan Allows the small fan to be This jumper is installed
disabled to accommodate the on server processor
rackmount enclosure. systems.

J56 Fan Fault When enabled, the hardware Enabled (as shown in

forces the system to shut down if Figure 8-8).
a fan fails. When disabled, the

firmware generates a machine

check; the system crashes and

shuts down if a fan fails.

To install the new motherboard, reverse the step in the previous procedure.

8.7 Replacing Internal Server Processor Components Accessible
from the Front

The following sections describe the procedures for removing and replacing
internal server processor FRUs. Before removing and replacing any FRUSs,
ensure that the following have occurred:

= Data input to the server processor has been stopped.

= Power has been removed. (Refer to Section 8.5.2 for the system shutdown
procedures.)

See Figure 8-9 for the layout of the server processor components accessible from
the front of the server processor.
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Figure 8-9 Server Processor Components Accessible from the Front
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8.7.1 Removing and Replacing the Fan
Use the following procedure to remove and replace the fans:

1.

2
3.
4

o

7.
8.

Remove the top front and rear top covers (see Section 8.5.4).
Disconnect all cables from the power supplies.
Remove the power supplies for clearance.

Move all cables out of the way by clipping the cable clamps on the fan
assembly air baffle.

D