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Overview
An OpenVMS Cluster system is one of the highly developed architectures, supporting a wide variety of computing demands.  An OpenVMS Cluster system is a distributed computing environment that can include Alpha and VAX systems in any combination.  OpenVMS Cluster configurations are logically, closely coupled, while physically, loosely coupled. They provide the benefits of both high availability and scalability, within a single, easily managed, security environment. OpenVMS Clusters configured with multiple Alpha and VAX systems appears as a single system to users and applications, regardless of the composition or physical location of the systems. Multiple Alpha and VAX systems may be linked together, regardless of size and capacity. Peripherals such as disks, tapes, printers are fully shared by all nodes in the OpenVMS Cluster.

OpenVMS Cluster systems offer a stable and predictable computing environment. OpenVMS Cluster system design provides high data integrity, and dramatically decreases, or even eliminates, the impact of the shutdown or failure of an individual system or storage subsystem.  An OpenVMS Cluster system may be configured to provide varying levels of availability, including disaster tolerance.

OpenVMS Cluster systems provide the ability to add systems of vary computing performance and storage capacity by flexible increments. They support scalability across several dimensions: range of availability, size and number of host processor, number of users, storage capacity, interconnect bandwidth, and physical distance. 

OpenVMS Cluster systems maximize an investment in computing resources, extend the life of existing systems, and can meet future growth needs. OpenVMS Cluster technology offers an economical means of expanding compute power and shared resources in gradual steps, by simply adding Alpha systems, VAX systems, and peripheral devices to the cluster as requirements grow. In addition, OpenVMS Cluster systems allow simplification of system management with the ability to manage the complete configuration(host processors, user workstations, disk and tape subsystems, and shared resources(as a single system.

OpenVMS Cluster systems represent a way to use multiple computer systems that is unique in the industry. Industry leading availability, scalability, investment protection, and ease of system management are provided by OpenVMS Clusters.

OpenVMS Cluster systems are ideal for implementing the full range of computing needs:  from high-end mission critical production systems to mainframe downsizing, and high availability departmental client server configurations to medium-and high-end PC-LAN upsizing solutions.

Compaq and the names of Compaq products referenced herein are either trademarks and/or service marks or registered trademarks and/or service marks of Compaq.

DIGITAL is a Trademark of Compaq Computer Corporation. 

Microsoft, Windows, Windows NT, SQL Server, Office and BackOffice are either trademarks or registered trademarks of Microsoft Corporation.

Intel and Pentium are registered trademarks of Intel Corporation.

Other product and company names mentioned herein may be trademarks and/or service marks of their respective owners.

OpenVMS Cluster Systems Configuration Details (continued)
OpenVMS Clusters can be configured entirely with Alpha systems, or with a mix of VAX and Alpha systems.

OpenVMS Cluster Benefits

OpenVMS Cluster technology offers many benefits through a variety of configurations. These benefits include:
· Power and flexibility of the OpenVMS operating system extended over a number of Alpha and VAX systems.

· Resource sharing of data, computes, printers, applications, backup capabilities.

· Availability spectrum based upon the use of element redundancy to satisfy application requirements.
· Single system management domain, regardless of the size or complexity of the configuration.

· Expandability of performance, number of systems in the OpenVMS Cluster, and storage devices with no requirement for application modification.

· Investment protection for growth and extension of CPUs, storage, and knowledge of MIS personnel and end users.

Configuring OpenVMS Cluster Systemsxe "Configuring OpenVMS Cluster Systems"
OpenVMS Cluster systems are configured with the following groups of components:

· Systems(Any Alpha or VAX system may be configured in an OpenVMS Cluster.

· Interconnects(There are six types of interconnect that are currently used in OpenVMS Cluster configurations. The capabilities varies:

· Shared access by multiple nodes to storage devices and controllers, and node-to-node communication: CI, DSSI

· Shared access by multiple nodes to storage devices and controllers, without node-to-node communication: SCSI

· Node-to-node communication, with no storage capability: MEMORY CHANNEL

· LAN-based node-to-node communication with no directly connected storage: FDDI and Ethernet. (FDDI provides access to a family of OpenVMS based storage servers. Access to DS3 or ATM for OpenVMS Cluster communication is possible using an FDDI in combination with a GIGAswitch configured with a DS3/ATM adapter).

· Storage Subsystems(The complete range of Digital SCSI, DSA, and DSSI storage subsystems may be configured in an OpenVMS Cluster system. The following table provides positioning based on the six interconnects:

OpenVMS Cluster Configurations




CI

DSSI

SCSI

Ethernet

FDDI
MEMORY CHANNEL



Alpha Server 8200 8400
DEC 7000 
10000



DEC 40001
Alpha
Server
1000/20002100/4000 4100



VAX 10000



VAX 
7000



VAX 
6000



VAX 
4000





Maximum distance (meters)
90
27
20
20
25
27
27
20
3-50
2K
40K
6

Systems supported per bus
16
42
4
4
42
4
4
4
4
96
96
8

Service CPU online
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes 
Yes
Yes

Service storage online
Yes
Yes
Yes3
Yes3
Yes
Yes
Yes
Yes3
Yes
N/A
N/A
N/A

Reconfigure cluster while online4
Yes
No
No
No
No
No
No
No
No
Yes
Yes
Yes

Approximate maximum storage per bus 5
(configuration dependent)
2.5 TB
0.6 TB
0.6 TB
0.6 TB
0.6 TB
0.6 TB
0.6 TB
0.6 TB
1.3 TB
N/A
N/A
N/A

Maximum buses per system
2-26
4-24
2
4
24
24
24
1-2
12
No limit
No limit
2

Bandwidth (aggregate MB/s per bus)
140
32
32
32
32
32
32
32
80-160
10
100
800

1.
Two DEC 4000 systems is the maximum that can be cabled on a DSSI bus.

2.
Cable length restrictions may restrict the practical node count, depending on specific configuration and system mix.

3.
Service storage in supported warm-swap enclosures only, i.e., can “warm-swap” RF disks in SF3x/7x storage building
blocks, TF8x7 tape cartridge system, and all RF/TF ISEs in Model 400 series enclosures (BA44x, BA43x, R400X, B400X).

4.
Systems and storage devices may be added/removed from a CI OpenVMS Cluster while the cluster continues. To add/remove systems in a DSSI/SCSI OpenVMS Cluster may require shutting down all or part of the cluster.

5.
Based on 4.3 GB disks, except for SCSI which is based on 18.2 GB disks; 15 HSJs per CI; 6 HSDs per DSSI; 2 HSZs per SCSI.

OpenVMS Cluster Systems Configuration Details (continued)

Rules and Configuration Guidelines

The rules and configuration guidelines for each OpenVMS Cluster interconnect are to assist in planning purchases.  For additional details, refer to the OpenVMS Cluster Software Product Description (SPD) (29.78.xx), and the Guidelines for OpenVMS Cluster Configuration Manual in the OpenVMS manual set.

Note: From OpenVMS V6.2, the same SPD (29.78.xx) is used to describe OpenVMS Cluster Software for both Alpha and VAX systems. However, OpenVMS Cluster Software must be ordered using architecture specific product names and part numbers. VAX processors in an OpenVMS Cluster system are licensed with the VAXcluster Software for OpenVMS VAX product (order number = QL-VBRA*-**), and Alpha processors are licensed with the VMScluster Software for OpenVMS Alpha product (order number = QL-MUZA*-**). Information describing which characters replace the asterisks can be found in the Systems/Services Price List. OpenVMS Cluster software media and documentation is included in the OpenVMS base operating system software media and documentation kit; an OpenVMS Cluster software license is required to enable the clustering software.

Note: OpenVMS V6.2 introduced a low cost, reduced functionality clustering product called OpenVMS Cluster Client. This is available as part of the NAS 150 product for Alpha and VAX workstation systems and provides full clustering functionality with the restrictions that Client systems may not provide Votes to the cluster configuration, and may not MSCP or TMSCP serve disks and tapes. (Note that a cluster must be configured with at least one Voting node).

The configuration rules below are condensed from the OpenVMS Cluster Software SPD.

OpenVMS Cluster information is located on the World Wide Web at http://www.openvms.digital.com

General OpenVMS Cluster Configuration Rules

The following rules apply to all OpenVMS Cluster systems:

· A maximum of 96 Alpha and VAX (combined total) systems can be configured in an OpenVMS Cluster.

· A VAX and an Alpha system may not boot from the same system disk. System disks are architecture specific, and may only be shared by systems of the same architecture.

· Every system in an OpenVMS Cluster system must 
be connected to every other system via any of the supported OpenVMS Cluster interconnects. Configurations that use a shared (multi-host) SCSI bus must also be configured with any of the other supported OpenVMS Cluster interconnects (this is because node-to-node communication does not occur across the SCSI bus).

· Cross architecture satellite booting is supported. Alpha satellites (clients) may boot from a VAX boot server, and VAX satellites (clients) may boot from an Alpha boot server. 

The following table shows the OpenVMS Cluster interconnects supported for VAX and Alpha systems.


Systems

CI
MEMORY CHANNEL

DSSI

SCSI

FDDI

Ethernet

AlphaServer GS Series, 8400, 8200
X
X
X
X
X1
X

AlphaServer 4100, 4000,
21002, 2100A, 2000, 1200
X
X
X
X
X1
X1

AlphaServer 1000, 1000A

X
X
X
X
X1

AlphaServer 400, 800


X
X
X
X1

AlphaStation series



X
X
X1

AlphaBook laptop





X1

DEC 7000/10000
X

X

X1
X

DEC 4000


X

X
X1

DEC 3000



X
X1
X1

DEC 2000




X
X1

VAX 6000/7000/10000
X

X

X
X

VAX 4000, MicroVAX 3100


X

X
X1

VAXstation 4000




X
X1

1.
Denotes ability to boot over the interconnect as satellite node.

2.
AlphaServer 2100 systems require a hardware ECO prior to installing MEMORY CHANNEL.

OpenVMS Cluster Systems Configuration Details (continued)

Example Configurations

Some example of OpenVMS Clusters demonstrating the range and flexibility of configurations that is possible follows:

Alpha Client/Server LAN based OpenVMS Clusterxe "Alpha Client/Server LAN based OpenVMS Cluster"
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This configuration shows a simple client/server OpenVMS Cluster configuration based on Alpha systems. The AlphaServer 2100 system acts as a boot node and disk server for a collection of AlphaStation 250, 400 and 600 and DEC 3000 satellite clients. Ethernet is used as the OpenVMS Cluster interconnect. Up to 96 systems can be configured into an OpenVMS Cluster configuration.

Dual-Host Differential SCSI based OpenVMS Cluster Configurationxe "Dual-Host Single-Ended SCSI based OpenVMS Cluster Configuration"
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This configuration shows two AlphaServer systems configured into a SCSI OpenVMS Cluster. Each system is connected to two shared SCSI buses, giving, in this example, a total of ten fully shared disks. The configuration could be expanded to include up to 14 shared disks per SCSI bus, and up to 12 shared buses.  An additional AlphaServer system could be added (note that this would reduce the maximum number of disks per SCSI bus to 13). OpenVMS Clusters provide full disk sharing, so a single system disk can be configured on a shared SCSI bus for both systems to boot off. SCSI Clusters can only be configured using Alpha systems.  The disks are single-ended SCSI compliant, host adapters are differential SCSI, so a differential to single-ended converter (DWZZB/C) must be used.  UltraSCSI can provide up to 40 MB/s throughput in wide mode.  Note that the LAN is required in this configuration in order to provide node-to-node communication.

OpenVMS Cluster Systems Configuration Details (continued)
SCSI Storage Controllers in an OpenVMS Cluster Configurationxe "Dual-Host FWD SCSI based OpenVMS Cluster Configuration"
This configuration shows a SCSI Cluster based on UltraSCSI components.  The AlphaServer 2100 systems are configured with UltraSCSI adapters.  The single-ended SCSI disks are configured on two HSZ series controllers, which connect to the shared UltraSCSI bus. HSZ80 series controllers can be configured with up to 72 disks.  In this example, two single-ended SCSI buses are dual ported across the controllers, providing availability in the event that one HSZ controller is shut down.  UltraSCSI can provide up to 40 MB/s throughput.  This configuration can be expanded to contain four AlphaServer systems, using the DWZZH-05 fair arbitration 5 port hub, and up to 12 shared SCSI buses.
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The configuration below shows another two-node SCSI based cluster, but includes MEMORY CHANNEL for use as a high performance node-to-node interconnect. This allows the node-to-node traffic that would normally occur across the LAN to be off-loaded onto the MEMORY CHANNEL. This will result in higher cluster performance (primarily of the Lock Manager), and will also release LAN network capacity.
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OpenVMS Cluster Systems Configuration Details (continued)
Tri-Host Mixed Architecture DSSI based OpenVMS Clusterxe "Tri-Host Mixed Architecture DSSI based OpenVMS Cluster"
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This configuration shows a tri-host mixed architecture OpenVMS Cluster based on the DSSI. It consists of one DEC 4000 Model 720 system, an AlphaServer 2100, and a VAX 4000 Model 505A system. The OpenVMS Cluster interconnect is the DSSI, which is also configured with an HSD series storage controller with SCSI disk drives.

CI based OpenVMS Clusterxe "CI based OpenVMS Cluster"
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This configuration shows a four node CI based OpenVMS Cluster with VAX systems and Alpha systems. The AlphaServer 8200 and 2100 systems are configured with the CIPCA (PCI to CI) controller to connect to the CI bus. Two HSJ storage controllers provide high availability access to disks. Critical disks are accessible by both HSJ controllers. HSJ storage controllers provide access to StorageWorks SCSI based disks.
OpenVMS Cluster Systems Configuration Details (continued)
Mixed Interconnect, Mixed Architecture OpenVMS Cluster
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This diagram shows a mixed interconnect, mixed architecture OpenVMS Cluster. A VAX 6000 Model 600 system and a VAX 8800 system are configured on a CI interconnect with two AlphaServer 8400 systems. Two HSJ storage controllers provide access to dual ported RZ series disks. The CI systems are also connected to an FDDI ring. Configured around the ring are two AlphaStation 400 workstations, a DEC 3000 workstation, three AlphaServer 1000s, and a bridge to an Ethernet segment. The AlphaServer 1000 systems are configured as a tri-host SCSI Cluster (still part of the total cluster configuration) providing additional served storage for all the other cluster systems. The Ethernet segment is configured with an AlphaServer 400 which is serving six additional workstations, four AlphaStation 250s and two VAX 4000s. All these systems are configured into a single OpenVMS Cluster, providing high performance and high availability.

The configuration below shows a high-end mixed architecture cluster. All the systems are connected to the CI (making this a good interconnect on which to locate the system disks). The Alpha systems are also connected by MEMORY CHANNEL, for high performance node-to-node communication, and a shared SCSI bus. Because there are more than two systems connected to the MEMORY CHANNEL, a hub is required.
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OpenVMS Cluster Systems Configuration Details (continued)

RAID usage in OpenVMS Cluster Configurationsxe "RAID usage in OpenVMS Cluster Configurations"
All OpenVMS Cluster configurations may use any combination of host based or controller based RAID. RAID implementations can be used to increase the performance and availability of the cluster storage subsystem. 

Host software RAID products are as follows:

· Volume Shadowing for OpenVMS software layered product may be used by both VAX and Alpha systems in order to provide high availability RAID 1 access to storage.

· StorageWorks Raid Software for OpenVMS may be used to provide RAID 0 (Striping) and RAID 5 for VAX and Alpha systems.

For controller based implementations refer to the documentation for the appropriate controller.

Configuration Rules for CI as an OpenVMS Cluster Systemsxe "Configuration Rules for CI as an OpenVMS Cluster Systems"
In addition to the rules mentioned previously, the following points should be adhered to when configuring CI systems:

· The maximum number of nodes that may be connected to a Star Coupler is 32; 16 of these nodes may be OpenVMS systems (see rules above). The remainder of the nodes may be HSC/HSJ storage controllers. 
Note: 32-node Star Couplers are configured by joining two 16-node Star Couplers together using a CISCE. (The CISCE is no longer available as an orderable product).

· The number of Star Couplers is limited by the number of CI controllers configured on a system.

· Dual porting of devices between HSC/HSJ and local controllers is not  supported. However, dual porting of devices between HSC/HSJ controllers connected to the same or separate Star Couplers is supported (as is dual porting of devices between HSD controllers connected to the same or separate DSSI buses).

· Different types of CI controllers may not be mixed in the same CPU, with the single exception that the CIPCA and the CIXCD can coexist in a system.

· Multiple CI controllers may be configured, either for redundancy or throughput. Throughput increase with a second CI controller connected to the same Star Coupler is likely to be minimal. Increased throughput can be achieved by connecting additional CI controllers to separate Star Couplers.

· The Star Coupler is a passive device, and extremely reliable. It is not a single point of failure. Additional CI controllers and Star Couplers may be installed to improve system bandwidth, total computing power, and total storage capacity.

· The CIPCA controller can coexist on a CI bus with systems configured with CIXCD and CIBCA-B controllers, and any HSC/HSJ storage controller except the HSC50.

· The CIPCA-AA controller requires a PCI backplane slot and an EISA backplane slot. The EISA slot is required to supply additional power to the controller, no EISA logic signals are used.  The CIPCA-BB controller requires 2 PCI backplane slots.

· The CIPCA is not supported by OpenVMS V7.0. Systems configured with CIPCA controllers must run OpenVMS V6.2-1H2 (or a later V6.2-xxx variant) or OpenVMS V7.1.

Maximum CI Adapters per OpenVMS Cluster CPU

CPU
CIPCA
CIBCA-A
CIBCA-B
CIXCD

AlphaServer 8400
Maximum of 26 adapters may be configured
10 with V6.2-xxx
26 with V7.1


10

AlphaServer 8200
10 with V6.2-xxx
26 with V7.1




AlphaServer 4100, 4000
3 standard
6 with I/O Expansion




AlphaServer 2100, 2000, 1200
2




DEC 7000/10000



10

VAX 6000

1
4
4

VAX 7000, 10000



10

OpenVMS Cluster Systems Configuration Details (continued)

Configuration Rules for MEMORY CHANNEL as an OpenVMS Cluster Interconnect

A new feature for OpenVMS Cluster Software V7.1 is the support of MEMORY CHANNEL as a cluster interconnect. Unlike the other cluster interconnects, which are network based, MEMORY CHANNEL uses a “shared memory” paradigm of operation. This permits very high bandwith with low latency, over short distances. The current hardware supports up to eight nodes, each configured with a MEMORY CHANNEL controller and 10 foot cable connected to a MEMORY CHANNEL hub in a radial topology.

· MEMORY CHANNEL delivers up to 100 MB per second aggregate bandwidth with latency of less than 5 microseconds. With current MEMORY CHANNEL controllers the achievable OpenVMS Distributed Lock Manager performance is approximately two to three times that of a CI (depending on CPU type).

· Since MEMORY CHANNEL requires no change to existing applications and integrates seamlessly with existing cluster software, configurations can take advantage of the increased performance of the MEMORY CHANNEL without application modification.

· MEMORY CHANNEL can be added to a cluster without replacing existing interconnects because OpenVMS cluster software has the intelligence to use the interconnect that offers the best performance. By offloading the node-to-node traffic from the CI and DSSI, it allows them to be dedicated to storage traffic. In SCSI clusters that use a LAN interconnect for node-to-node traffic, MEMORY CHANNEL offloads this traffic from the LAN, enabling it to handle more network traffic.

The following rules should be observed  when configuring an OpenVMS MEMORY CHANNEL Cluster:

· OpenVMS Cluster Software supports a maximum of eight nodes may be connected to a single MEMORY CHANNEL interconnect.

· Configurations that comprise two nodes can use a single MEMORY CHANNEL cable connected directly from one node to the other. Configurations that comprise three or more nodes require a MEMORY CHANNEL hub, to which all nodes are connected using MEMORY CHANNEL cables.

· A system may be configured with up to two MEMORY CHANNEL controllers, each of which must be connected to a different hub (in configurations with more than two nodes).

· It is not possible to connect storage directly to a MEMORY CHANNEL. Consequently, another interconnect is required for storage. This can be any of the other OpenVMS storage interconnects (CI, DSSI, SCSI).

See PCI to MEMORY CHANNEL Interconnect section for ordering information.

Configuration Rules for SCSI as an OpenVMS Cluster Storage Interconnect xe "Configuration Rules for SCSI as an OpenVMS Cluster Storage Interconnect"
Multiple Alpha hosts in an OpenVMS Cluster system can be connected to a single SCSI bus to share access to SCSI storage devices directly.  This capability allows customers to build highly available servers using shared access to SCSI storage.

This section briefly describes how OpenVMS Cluster systems support the Small Computer Systems Interface (SCSI) as a storage interconnect.  Note that another interconnect, for example, a local area network (LAN, or MEMORY CHANNEL, is required for node-to-node OpenVMS Cluster communications).

Customers can build a three node OpenVMS Cluster system using a shared SCSI bus as the storage interconnect, or configure shared SCSI buses within a larger OpenVMS Cluster configuration. A quorum disk can be used on the SCSI bus to improve the availability of two node configurations.

OpenVMS Cluster Systems Configuration Details (continued)

SCSI ANSI Standard and Overall SCSI Device Requirementsxe "SCSI ANSI Standard"
OpenVMS Cluster systems configured with the SCSI interconnect must use standard SCSI-2 components. The SCSI-2 components supported must be compliant with the architecture defined in the American National Standards Institute (ANSI) Standard SCSI-2. This standard defines extensions to the SCSI-1 standard.  This chapter uses the term SCSI or SCSI-2 to refer to the SCSI-2 implementation as specified in the ANSI Standard SCSI-2 document X3T9.2, Rev. 10L, or to an approved version of the SCSI-3 documents.

Any SCSI compliant disk that provides (1) Multi-host support, (2) Tagged Command Queuing and (3) Automatic Bad Block Revectoring may be configured on a multi-host SCSI bus. These requirements are fully described in the Guidelines for OpenVMS Cluster Configuration. For the complete list of disk drives verified by Digital, please refer to the OpenVMS SPD.  RZ25 disks do not support Tagged Command Queuing, so are not supported for use on multi-host SCSI buses.

All variants of narrow, wide, Fast10 and UltraSCSI drives are supported.  For the most up to date information on UltraSCSI drives, refer to the UltraSCSI Configuration Guidelines (EK-ULTRA-CG).  

SCSI Cluster Configuration Requirements and Hardware Support

This section lists the configuration requirements and supported hardware for SCSI OpenVMS Cluster configurations.

The following table shows the requirements and capabilities of the basic software and hardware components that can be configured in a SCSI OpenVMS Cluster system.

Requirement
Description

SCSI tape, floppies and CD-ROM drives
SCSI tape drives, floppy drives, or CD-ROM drives cannot be configured on a multiple-host SCSI bus. If the configuration requires SCSI tape, floppy, or CD-ROM drives, configure them on a single-host SCSI bus. Note that SCSI tape, floppy, or CD-ROM drives may be MSCP or TMSCP served to other hosts in the OpenVMS Cluster configuration.

Maximum hosts on a SCSI bus
Up to four hosts can be configured on a multiple-host SCSI bus when the DWZZH-05 fair arbitration SCSI hub is used.  Otherwise, up to three hosts can be configured.  Any mix of the hosts listed in the following SCSI Cluster Hardware Support table can be configured on the same shared SCSI interconnect.

Maximum SCSI buses per host 
Each host can be connected to a maximum of 12 multiple-host SCSI buses.  The number of nonshared (single-host) SCSI buses that can be configured is limited only by the number of available slots on the host bus and specific SCSI adapter model. For example, up to 26 non-shared KZPSAs can be configured on a single system.   

Host-to-host communications
All members of the cluster must be connected by an interconnect that can be used for host-to-host (SCA) communication; for example, CI, MEMORY CHANNEL, DSSI, Ethernet, or FDDI.

SCSI device naming
The name of each SCSI device must be unique throughout the OpenVMS Cluster system. When configuring devices on systems that include a multiple-host SCSI bus, adhere to the following requirements:

A host can have, at most, one controller attached to a particular SCSI interconnect.

All host controllers attached to a given SCSI interconnect must have the same OpenVMS device name (for example, PKA0). This restriction is removed when the optional SCSI device naming feature in OpenVMS V7.1 is enabled.

OpenVMS Cluster Systems Configuration Details (continued)

SCSI Cluster Hardware Support

The following table shows the supported hardware components for SCSI OpenVMS Cluster systems; it also lists the minimum required revision for these hardware components.  Use either the version listed, or a later revision for hardware component.

The SCSI interconnect configuration and all devices on the SCSI interconnect must meet the requirements defined in the ANSI Standard SCSI-2 or SCSI-3 document.

Component
Supported Item
Minimum Version or H/W Revision
How to Find Your Version

Hosts
Any PCI-based AlphaServer or AlphaStation system1
Any DEC 3000 series system
Refer to OpenVMS SPD
Console
SHOW VERSION command

Disks

Certain ANSI SCSI compliant disks2
All Current Revisions
Console
SHOW DEVICE command

Controller
HSZ40B, HSZ50, HSZ70, HSZ80
All Current Revisions
Console
SHOW DEVICE command

Bus Isolators
DWZZA, DWZZB, DWZZC, DWZZH-03, -05


Examine product sticker

Adapters3 - V6.2 or later
NCR-810 based integral system adapter in PCI systems4
Optional KZPAA (PCI)4



Adapters3 - V6.2-1H3, V7.1, V7.1-1H1/2, V7.1-2, V7.2
Optional KZPSA (PCI)5
Optional KZTSA (DEC 3000)5
Optional KZPBA-Cx (PCI)6 



1.
AlphaServer 4000/4100/8200/8400 systems must use KZPSA FWD SCSI adapters for connection to shared SCSI buses, and run OpenVMS V6.2-1H3 or V7.1 and above.   UltraSCSI KZPBA-CB differential adapters may be used on OpenVMS V7.1-1H1 and above.  When using V6.2-1H3 and configuring shared SCSI buses with AlphaServer 8200/8400 and other AlphaServer/AlphaStation systems ensure that SCSI adapter device names match; all adapters connected to a common SCSI bus must have the same device name (for example, PKA or PKB, etc). Note that the KFTIA I/O controller usually configured in AlphaServer 8200/8400 systems, includes four SCSI adapters, each of which consumes a controller letter.  Therefore, when configuring mixed systems, it may be necessary to configure the AlphaServer 8200/8400 systems with a KFTHA I/O controller (which has no embedded SCSI adapters) in place of the KFTIA.  This restriction is removed in OpenVMS V7.1 by using the optional new SCSI device naming scheme.

2.
Any SCSI disk device conforming to the requirements as stated in the SCSI ANSI Standard and Overall SCSI Device Requirements stated earlier in this document.

3.
Refer to the individual system (i.e. AlphaServer 8400) storage controller section in the Systems and Options Catalog  for specific support information for adapters in multi-host or single-host SCSI configurations.

4.
Single Ended SCSI adapter

5.
Fast Wide Differential (FWD) SCSI adapter. KZPSA must be firmware minimum revision A10.  When used with the HSZ70 the minimum revision is A11.

6.
OpenVMS V7.1-1H1 and above provide multi-host UltraSCSI support and must use the KZPBA-CB differential adapter.  OpenVMS V6.2-1H3 and above provide single-host UltraSCSI support, and can use either the single channel KZPBA-CA or the differential KZPBA-CB adapter.  TIMA Patch Kits are required for V6.2-1H3 and V7.2-1H1/2 for this support.

When configuring SCSI Clusters great care must be taken to ensure that the SCSI bus is correctly configured. Bus length and termination rules must be strictly adhered to in order to ensure reliable system operation. Refer to the “Guidelines for OpenVMS Cluster Configuration” manual for detailed information on SCSI configuration.

OpenVMS Cluster Systems Configuration Details (continued)

Configuration Rules for LAN-based OpenVMS Cluster Systemsxe "Configuration Rules for LAN-based OpenVMS Cluster Systems"
LAN-based configurations are those that use Ethernet or FDDI for OpenVMS Cluster node to node communication.  Ethernet and FDDI are industry-standard general purpose communications interconnects that can be used to implement a local area network (LAN).

The following general rules apply to OpenVMS Cluster systems in LANs:

· Multiple distinct OpenVMS Cluster systems can be configured onto a single extended LAN.  OpenVMS Cluster LAN software implements cluster membership validation to ensure that systems join the correct LAN OpenVMS Cluster 

· Any number of LAN adapters can be configured on an Alpha or VAX system.  LAN segments can be bridged to form an extended LAN.

· All systems in a LAN-based OpenVMS Cluster must exist on the same extended LAN.

· An OpenVMS Cluster can be configured on multiple LAN segments, and can use bridges to isolate or segment network traffic according to customer requirements 

· CPUs that use an Ethernet for OpenVMS Cluster communications can concurrently use it for other network protocols that conform to the applicable Ethernet standards, such as Ethernet V2.0, IEEE 802.2, and IEEE 802.3.

· CPUs that use an FDDI for OpenVMS Cluster communications can concurrently use it for other network protocols that conform to the applicable FDDI standards, such as ANSI X3.139-1987, ANSI X3.148-1988, and ANSI X3.166-1990.

· All LAN paths used for OpenVMS Cluster communication must operate, at a minimum, with approximately 10 Mbits per second throughput and low latency.  Translating bridges must be used when connecting OpenVMS Cluster nodes on an Ethernet to those on an FDDI.

· Alpha and VAX systems can be configured with any mix of Ethernet or FDDI adapters.

· The HS1xx/HS2xx family storage servers provide FDDI-based storage access to OpenVMS Cluster nodes.  This family of servers is based on Alpha systems and OpenVMS.

· All LAN adapters (Ethernet and FDDI) documented in the OpenVMS Version SPD are supported by OpenVMS Cluster software.  Refer to the OpenVMS Operating System SPD (25.01.xx) for complete details.

Configuration Rules for DSSI OpenVMS Cluster Systemsxe "Configuration Rules for DSSI OpenVMS Cluster Systems"

xe "Configuration Rules:DSSI OpenVMS Cluster Systems"
The following configuration rules apply to all DSSI OpenVMS Cluster configurations:

· The maximum number of systems that may be connected to a DSSI bus is four, regardless of system or DSSI adapter type.  Any mix of systems and adapters is permitted (except where noted below).  In some cases physical cabling and termination limitations may restrict the number of systems that may be connected to a DSSI bus to two or three.  For example:

· Only two DEC 4000 systems can be configured on a DSSI bus.  This is because the DEC 4000 DSSI adapter terminates the bus.

· The size of a VAX/DEC 10000 system generally limits the number that may be connected to a DSSI to two.

· Some variants of the DSSI adapter terminate the bus.

· Configure VAX 6000, VAX 7000 and VAX 10000 systems with KFMSA adapters.

· Configure DEC 7000 and DEC 10000 systems with KFMSB adapters.

OpenVMS Cluster Systems Configuration Details (continued)

Configuration Rules for DSSI OpenVMS Cluster Systems (continued)
· Configure PCI-based AlphaServer systems with KFPSA adapters.  EISA adapters (KFESA/KFESB) may also be configured on most AlphaServer systems, but usage of the KFPSA is recommended whenever possible. 

· Up to 6 KFMSA/Bs can be configured on an XMI bus.  Up to 12 KFMSA/Bs may be configured on a system.

· Up to 4 KFPSAs may be configured on a system.

· All systems connected to the same DSSI bus must have a common power/ground.

· Each DSSI bus supports up to eight nodes.  Each of the following counts as one DSSI node:

· Any RF, TF, or EF ISE (integrated storage element)

· DSSI adapter

· Any member of the HSDxx family of DSSI-SCSI controllers

· Multiple DSSI adapters for each system are allowed, per the configuration restrictions as indicated in the DSSI Adapters per System table; each DSSI adapter in a single system must be connected to a different DSSI bus.

· Each DSSI bus must be terminated at each end at all times; breaking the bus while a cluster is operational may lead to data corruption.

· The general rule for maximum DSSI bus length supported, for example, the total distance between end-node terminators on the DSSI bus, is 25 m (82 ft) in a computer room environment, 20 m (65.6 ft) in an office environment.  The only exception to this rule is the 27 m (89 ft) computer room/allowable distance for quad host VAX 7000 and VAX 6000 DSSI OpenVMS Cluster systems.

· These lengths are based on grounding conditions typically found in computer room and office environments.  Improper grounding can result in voltage potentials, called ground offset voltages, between the enclosures in the configuration.  If these voltages exceed certain limits, data transmission across the DSSI bus can be disrupted and the configuration can experience performance degradation or data corruption.

· For these reasons, a common ground must be maintained between all systems/enclosures in a DSSI OpenVMS Cluster at all times.  It is necessary that all systems receive power from a common power feed, for example, it is not advisable to power systems/enclosures from different circuit breaker panels.

· To verify site conditions, the following is strongly recommended:

· Have a qualified electrician ensure that site power distribution meets all local electrical codes. 

· Also, have electrician inspect entire site power distribution system to ensure it does not have any of the following faults:

1.
Outlets do not have power ground connections.
2.
Grounding prong missing from computer

equipment power cords.
3.
Power outlet neutral connections are actual

ground connections.
4.
Grounds for the power outlets are not connected

to the same power distribution panel.

Devices that are not UL or IEC approved are connected to the same circuit breaker as the computer equipment.

If these conditions have been met, ground offset voltages should be within acceptable limits.  Ground offset voltages between enclosures can be measured after system installation to verify they fall within acceptable limits.

Ground offset voltage limits are as follows:

Allowable Ground Offset Voltage

Total DSSI Length
DC
AC (rms)

Up to 20 m (65  ft)
200 mV
70 mV

20(25 m (65(82 ft)
40 mV
14 mV

27 m (89 ft) for four system VAX 6000 and VAX 7000
30 mV
10.5 mV

OpenVMS Cluster Systems Configuration Details (continued)

Maximum number of DSSI Adapters per System


System (Bus)

Embedded
KFPSA1 (PCI)
KFQSA2 (Q Bus)
KFESA (EISA)
KFESB (EISA)
KFMSA3 (XMI)
KFMSB3 (XMI)

AlphaServer 8400 

24




12

AlphaServer 8200

24






AlphaServer 4100, 4000

4






AlphaServer 2100

4

2
4



AlphaServer 2000, 1000

4


4



DEC 4000 (embedded N710)
2







DEC 7000/10000






12

MicroVAX II and 3500, 3600, 3800, 3900


2





MicroVAX 3300/3400 (embedded EDA640)
1

2





VAX 4000 Model 105A (embedded SHAC)4
1 + 15

26





VAX 4000 Model 200 (embedded SHAC)4
1

2





VAX 4000 Model 300 400/500/600
2

2





VAX 4000 Model 505A/705A
(embedded SHAC)4
2 + 25

2





VAX 6000





6


VAX 7000, 10000





12


1.
The KFPSA cannot be configured on the same DSSI as a KFMSB.  Ensure that the specific AlphaServer system has sufficient PCI backplane slots to accept the number of KFPSAs required.

2.
The KFQSA cannot be used for node to node cluster communication.  An additional interconnect must be configured between systems that use KFQSA for access to shared storage.

3.
Each KFMSA/B (XMI to DSSI) adapter contains two DSSI VAX system ports.

4.
Single Host Adapter Chip (SHAC).

5.
Additional embedded on daughter card.

6.
Requires a Q-bus expansion enclosure.

AlphaServer 2100, DEC 4000 Alpha, VAX 4000, MicroVAX DSSI OpenVMS Cluster Configurations

Useful information on AlphaServer 2100/DEC 4000/VAX 4000/MicroVAX DSSI OpenVMS Clusters:

· Q-bus systems that do not support internal DSSI disk storage, for example, MicroVAX II can be integrated into a DSSI OpenVMS Cluster containing other Q-bus or VAX 6000 systems, with the addition of a KFQSA storage adapter.  RF-disks associated with that system are placed in the expansion enclosure for shared access.

· Any two Q-bus MicroVAX, VAX 4000, AlphaServer 2100, or DEC 4000 systems can share an expansion enclosure.

· When sharing an R400X expansion enclosure between two systems in a DSSI OpenVMS Cluster configuration on a single DSSI bus, only six of the seven storage bays can be used.

· The maximum configuration is determined by the number of DSSI adapters that can be configured on each system.  Refer to the DSSI Adapters per System table.

OpenVMS Cluster Systems Configuration Details (continued)

Dual Architecture DSSI OpenVMS Cluster: AlphaServer 2100 and VAX 4000 systems
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Alpha DSSI OpenVMS Cluster: Two AlphaServer 2100 systems
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OpenVMS Cluster Systems Configuration Details (continued)

VAX 6000/7000/10000 Based DSSI OpenVMS Cluster Configurations

The following configuration rules MUST be followed for VAX 6000/7000/10000 DSSI OpenVMS Cluster configurations:

· Maximum DSSI bus length cannot exceed 27 meters (89 feet) and ground offset voltage cannot exceed 30 mV (dc) or 10.5 mV (rms).

· DSSI ISE disks or tapes must be placed at end of DSSI bus and termination at ISE end of bus must be implemented at ISE, not at bulkhead.  If two SF2xx or SF400 cabs are required, one must be placed physically at each end of cluster.

· In order to meet the quad host 89 foot bus length restriction, only 9 foot cabinet to cabinet DSSI cables are allowed for connections between system boxes, only  9 foot cables are allowed for connections between system boxes and SF2xx storage cabinets, and only 16 foot cables are allowed for connections between system boxes and SF400 storage cabinets.  There are no exceptions to this rule.

· If two SF2xx or two SF400s cabinets, or one of each are required, one must be placed physically at each end of cluster because the 9 foot intercabinet cables required for SF2xx connections and the 16 foot intercabinet cables required for SF400 connections are long enough to reach from a system cabinet to a storage cabinet if there is another storage cabinet in between.

· Up to four RFxx ISEs or two TF ISEs are allowed on same DSSI combinations of RFxx ISEs and TF8x ISEs are not allowed on same DSSI bus.  All RFxx ISEs on any single DSSI bus must reside in same SFxx storage array.  All TF8x ISEs on any single DSSI bus must reside in same cabinet.

[image: image12.wmf]
AlphaServer 2100, DEC 4000 Alpha, VAX 4000, VAX 6000, VAX 7000 DSSI OpenVMS Cluster Configurations

AlphaServer 2100/DEC 4000/VAX 4000/VAX 6000/VAX 7000 system DSSI OpenVMS Clusters:

· A VAX 6000/VAX 7000 series system can be added to an existing VAX 4000 or AlphaServer 2100/DEC 4000 DSSI OpenVMS Cluster configuration and also be configured as a member of a CI OpenVMS Cluster; the VAX 6000/VAX 7000 system then provides a “gateway” service, providing high performance access to the CI OpenVMS Cluster data center wide databases for the VAX 4000 and AlphaServer 2100/DEC 4000 systems.

OpenVMS Cluster Systems Configuration Details (continued)

Configuration Guidelines for DSSI OpenVMS Cluster Systemsxe "Configuration Guidelines for DSSI OpenVMS Cluster Systems"
Recommended guidelines and considerations for configuring a DSSI OpenVMS Cluster:

· A VAX CPU and an Alpha CPU may not boot from the same system disk.

· VAX 7000 and VAX 6000 systems configured with KFMSA adapters may also be configured with CI controllers, simultaneously accessing data and resources in this mixed interconnect OpenVMS Cluster.

· An optional Uninterrupted Power Supply (UPS) can be added to the OpenVMS Cluster configuration to increase the level of availability.

DSSI Adapter Performance Characteristics

DSSI Adapter Type
Sustained I/O Rate (I/Os per second)

KFQSA
190

KFESA
1000

KFESB
Figure Not Available

KFPSA
2200 (Peak I/O rate)

Embedded EDA640 (MicroVAX 3300/3400 systems)
360

Embedded SHAC (VAX 4000 systems)
12001

Embedded N710 (DEC 4000 Alpha systems)
1200

KFDDA
12002

KFDDB
12003

KFMSA
16004

KFMSB
9005

1.
For VAX 4000 Model 200 and VAX 4000 Model 300 systems, SHACs can only be driven to 800 I/Os per second.

2.
One additional channel for VAX 4000 Model 100A.

3.
Two additional channels for VAX 4000 Model 500A/600A/700A.

4.
800 per DSSI bus.

5.
450 per DSSI bus.

OpenVMS Cluster Systems Configuration Details (continued)

Electrical Lengths of DSSI Bus Components1

Description/Connector Types
Order Number
Length

3.5 foot intracabinet shielded cable used in SF2x0 and SF10x cabinets to connect between the drive enclosures SF72 and TF857/837 (MR/MR connectors)
BC21Q-3F
42 inches
(3.5 ft, 1.06 m) 

6 foot intracabinet shielded cable used in SF200/210/220 cabinets between drive enclosures and SF200/SF210/220 bulkhead (MR/MR-BH connectors)
BC21R-5L
70 inches 
(5.8 ft, 1.78 m)

9 foot external shielded cable (MR/MR connectors)
BC21Q-09
108 inches
(9 ft, 2.74 m)

9 foot external shielded cable (MR/PS connectors)
BC22Q-09
108 inches
(9 ft, 2.74 m)

9 foot external shielded cable (PS/PS connectors)
BC21M-09
108 inches
(9 ft, 2.74 m)

16 foot external shielded cable (PS/PS connectors)
BC21Q-16
192 inches
(16 ft, 4.8 m)

16 foot external shielded cable (MR/PS connectors)
BC22Q-16
192 inches
(16 ft, 4.8 m)

16 foot external shielded cable (PS/PS connectors)
BC21M-16
192 inches
(16 ft, 4.8 m)

25 foot external shielded cable (PS/PS connectors)
BC21M-25
300 inches
(25 ft, 7.62 m)

25 foot external shielded cable (MR/MR connectors)
BC21Q-25
300 inches
(25 ft, 7.62 m)

25 foot external shielded cable (MR/MR connectors)
BC22Q-25
300 inches
(25 ft, 7.62 m)

1.
Electrical length may be different from apparent physical length by wide margins; for example: in a “Y” cable bundle the apparent physical length of the cable bundle is “1a” feet but the electrical length is actually “2a” between external connectors.

Notes:

MR is a micro ribbon style external shielded connector; mates with MR-BH only.

PS is a pin and socket style external shielded connector; mates with PS-BH only.

MR-BH is a micro ribbon style shielded connector used for bulkhead mounting; mates with MR only.

PS-BH is a pin and socket style shielded connector used for bulkhead mounting; mates with PS only.

Embedded DSSI Bus in VAX 6000 Enclosures

Description
Order Number
Length

4 foot intracabinet shielded cable used from XMI backplane with KFMSA to cabinet bulkhead in VAX 6000 (XMI-BP/MR-BH connectors)
BC07T-04
48 inches
(4 ft, 1.22 m)

Note:
XMI-BP is a back panel connector for the XMI back panel.

OpenVMS Cluster Systems Configuration Details (continued)

Electrical Lengths of Embedded DSSI Bus in Enclosures

Enclosure
Internal DSSI Bus Length

R400x through bus mode
No internal terminator
Up to seven drives both upper and lower rows
Two external PS-BH connectors
94.5 inches
(7.875 ft, 2.40 m)

R400x split bus mode 1
No internal terminator
Up to four drives on same bus(lower row only
Two external PS-BH connectors
66 inches
(5.5 ft, 1.68 m)

R400x split bus mode 2
No internal terminator
Up to three drives on same bus(lower row only
Two external PS-BH connectors
40 inches
(3.33 ft, 1.02 m)

BA640 embedded storage
Has internal terminator
DEC 4000 Alpha Model 600
One external PS-BH connector for each of four buses 
(A-D)
70.9 inches
(5.9 ft, 1.8 m)

BA440 embedded storage (Bus 0) Has internal terminator VAX 4000 Model 300 and higher
One external PS-BH connector
52 inches approximately
(4.3 ft, 1.32 m)

BA440 in/out port (Bus 1) No internal terminator VAX 4000 Model 300 and higher 
Two external PS-BH connectors
20 inches
(1.6 ft, 0.51 m)

BA430 embedded storage Has internal terminator VAX 4000 Model 200 
One external PS-BH connector
54 inches
(4.5 ft, 1.37 m)

BA400x embedded storage Has internal terminator 
One external PS-BH connector
60 inches
(5 ft, 1.52 m)

SF12 embedded storage No internal terminator.  Two external PS-BH connectors
45 inches
(3.7 ft, 1.14 m)

BA213 Has internal terminator  One external PS-BH connector
45 inches
(3.7 ft, 1.14 m)

B213F Has internal terminator  One external PS-BH connector
20 inches
(1.6 ft, 0.51 m)

BA215 Has internal terminator  One external PS-BH connector
30 inches
(2.5 ft, 0.76 m)

R215F No internal terminator  Two external PS-BH connectors
60 inches
(5 ft, 1.52 m)

R23F No internal terminator  Two external PS-BH connectors
39 inches approximately
(3.3 ft, 1.0 m)

KFDDB No internal terminator Two DSSI adapters 
Two external PS-BH connectors per adapter
20 inches approximately
(1.6 ft, 0.51 m)

Enclosure
Internal DSSI Bus Length

KFQSA adapter with one external PS-BH connector directly attached to KFQSA 
(BA440 for example)
12 inches (1 ft, .33 m)

KFQSA adapter with two external PS-BH connectors directly attached to KFQSA
(BA440 for example)
12 inches (1 ft, .33 m)

SF72 or SF73 enclosure in through bus mode 1 to 4 drives on same DSSI bus, no internal terminator, two external MR-BH connectors
168 inches 
(14 ft, 4.27 m)

SF72 or SF73 enclosure in split bus mode 1 or 2 drives using internal SF72 terminator  One external MR-BH connector
83.5 inches
(6.96 ft, 2.12 m)

Half-rack SF3x enclosure in through bus mode 1 to 6 drives on same DSSI bus, no internal terminator, two external MR-BH connectors
84 inches
(7 ft, 2.13 m)

Half-rack SF3x enclosure in split bus mode 1 to 3 drives using internal SF35 terminator, one external MR-BH connector
42 inches
(3.5 ft, 1.07 m)

TF857 or TF837 No internal terminator, two external MR-BH connectors
10 inches
(0.83 ft, 0.25 m)

OpenVMS Cluster Systems Configuration Details (continued)

SF2x0/SF10x: Cable lengths internal to the SF2x0/SF10x must be obtained by adding the intracabinet cable length to the lengths in the enclosures used (SF7x or TF8x7).  Usually the SF10x has only a 3.5 foot intracabinet cable between the SABBs and the SF2x0 will have one or two 70 inch cables and possibly a 3.5 foot intracabinet cable; consider the specific implementation. 

For example: an SF200 with the bulkhead connected to a through bus SF72 connected to a TF857 connected back to the bulkhead has 70 + 167 + 42 + 10 + 70 = 359 inches (29.9 feet) internal to the SF2x0 cabinet.

Note:
SF300/SF400 cabinets do not have bulkhead connectors; therefore, the bus length is 219 inches internal to the SF300/SF400 storage cabinets.

Enclosures with no internal terminators may be used anywhere on the bus (end or middle).  (If used on the bus end, an external terminator must be used on the enclosure). 

Enclosures with internal terminators must occupy bus end positions.

There are essentially three DSSI cable types used to connect various enclosures together in a DSSI cluster.  The difference between these cables is essentially the style of connector used on each end.  The Q-bus pedestal systems use one style of connector (P/S for pedestal style/pin socket) and the VAX 6000 systems use the M/R (mid-range/micro ribbon) style of connector.  These two connector styles are not compatible with each other, thus three cable types are necessary.

BC21M-xx
Pedestal to pedestal style cable

BC21Q-xx
Mid-range to mid-range style cable

BC22Q-xx
Pedestal to mid-range style cable

Today only the BC21M-xx and the BC21Q-3F are orderable via the cable number.

The BC21M-xx is the pedestal to pedestal style DSSI cable used to connect Q-bus and DEC 4000 Alpha systems as well as pedestal DSSI expansion (R400X).  Order this cable by its cable number.

The BC21Q-3F is the 40 inch cable used to interconnect SFxx and TF857 storage building blocks within SF2x0 and SF100 DECarrays.

Cable variants of BC21Q-xx and BC22Q-xx (where xx is the length in feet) must be ordered via cabinet kits.

Configuration Guidelines for DSSI OpenVMS Cluster Systems)
For connecting between a DEC 4000 Alpha/VAX 4000 system and an SF2xx DECarray:

Cable Required
Cabinet Kit to Order

BC22Q-09
CK-SF200-LP

BC22Q-16
CK-SF200-L6

BC22Q-25
CK-SF200-L4

BC22Q-50
CK-SF200-L8

For connecting between a VAX 6000 system and another VAX 6000, SF100 DECarray or tabletop TF85:

Cable Required
Cabinet Kit to Order

BC21Q-09
CK-SF100-LM

BC21Q-16
CK-SF100-L5

BC21Q-25
CK-SF100-L3

For connecting between a DEC 4000 Alpha/VAX 4000 and VAX 6000 system, SF100 DECarray or tabletop TF85:

Cable Required
Cabinet Kit to Order

BC22Q-09
CK-SF100-LP

BC22Q-16
CK-SF100-L6

BC22Q-25
CK-SF100-L4

OpenVMS Cluster Systems Configuration Details (continued)

General Recommendations When Configuring OpenVMS Cluster Systems

Guidelines for configuring high performance and high availability OpenVMS Clusters. 

Note:
The rules for configuring OpenVMS Cluster systems with multiple interconnects are consistent with the rules for each individual interconnect.

The optimal OpenVMS Cluster system configuration for any computing environment is based on requirements of cost, functionality, performance, capacity, and availability.  Factors that impact these requirements include:

· Applications in use

· Number of users

· Number and model of CPUs

· Interconnect and adapter throughput and latency characteristics

· Disk and tape I/O capacity and access time

· Number of disks and tapes being served

· Interconnect utilization

DIGITAL recommends OpenVMS Cluster system configurations based on its experience with the OpenVMS Cluster Software Product.  User should evaluate specific application dependencies and performance requirements to determine an appropriate configuration for the desired computing environment.

· OpenVMS Cluster CPUs should be configured using interconnects that provide appropriate performance for the required system usage.  In general, use the highest performance interconnect possible.  CI, MEMORY CHANNEL, DSSI, SCSI and FDDI are the preferred interconnects between powerful CPUs.  For high performance SCSI clusters it is important to ensure that the node to node communication interconnect is capable of supporting the required lock manager performance, this is usually achieved by using MEMORY CHANNEL, CI or FDDI.

· While OpenVMS Cluster systems can include any number of system disks, system performance and management overhead should be considered in determining their number and location.  While the performance of multiple system disk configurations may be higher than with a single system disk, system management efforts increase in proportion to the number of system disks.

· Data availability and I/O performance are enhanced when multiple OpenVMS Cluster nodes have direct access to shared storage; whenever possible, configure systems to allow direct access to shared storage in favor of OpenVMS MSCP Served access.  Multi access SCSI-, DSSI- and HSC-based storage provides higher data availability than singly accessed, local controller based storage.  Additionally, dual pathing of disks between local or HSC/HSJ/HSD/HSZ storage controllers enhances data availability in the event of controller failure.

· OpenVMS Cluster systems can provide enhanced availability by using redundant components.  For example, additional CPUs, storage controllers, and disks and tapes can be configured.  Extra peripheral options such as printers and terminals can be included to further enhance availability.  Multiple instances of all the OpenVMS Cluster interconnects (CI, MEMORY CHANNEL, DSSI, SCSI, FDDI, Ethernet) are supported. 

· If possible, LAN-based and mixed interconnect OpenVMS Cluster systems should include multiple boot servers to enhance availability.  When a server fails in configurations that include multiple servers, satellite access to multipath disks will fail over to another path.  Disk servers should be the most powerful CPUs in the OpenVMS Cluster and should use the highest bandwidth LAN adapters available.

· Any Alpha CPU can be configured as an OpenVMS Cluster satellite node.  Any VAX CPU can be configured as an OpenVMS Cluster satellite node, with the exception of VAX 11/7xx/6000/7000/8xxx/9000/10000 CPUs.

· When using systems with multiple LAN adapters, configure each adapter on a separate LAN segment.  This helps provide higher performance and availability.  (Multiple adapters may be configured to a single LAN segment, but this will generally not improve performance).

· Distribute OpenVMS Cluster satellites among the LAN segments.  This can help distribute the cluster load across the segments.  Remember that bridges must exist between each LAN segment so that every OpenVMS Cluster member has a direct communication path to every other member.  In bridged environments configure redundant bridges to ensure OpenVMS Cluster system availability in the event of bridge failure.

· It is recommended that all CI connected CPUs are connected to at least one common Star Coupler.  When CPUs are configured with multiple CI controllers it is recommended that each be connected to a different Star Coupler.

· OpenVMS system disks are architecture specific.  Alpha systems may share a system disk, and VAX systems may share a system disk.  However, Alpha systems cannot share a system disk with VAX systems.

OpenVMS Cluster Optionsxe "OpenVMS Cluster Options"
OpenVMS Cluster systems based on the Computer Interconnect (CI) offer high availability and performance through the CI’s dual path design, with 70 Mbit/second speed on each of the CI paths.  These OpenVMS Cluster systems use OpenVMS Cluster software with CI hardware:

· CI OpenVMS Cluster hubs: SC008 Star Coupler

· CI Interfaces: CIPCA, CIXCD, CIBCA

· CI Cables

· OpenVMS Cluster configurations can be expanded by configuring multiple Star Couplers in a single OpenVMS Cluster configuration and multiple CI controllers in each system.

Star Couplerxe "Star Coupler"
The Star Coupler is a passive hub device providing dual CI path and electrical isolation between CPU nodes and HSJ/HSC storage controller nodes in a CI OpenVMS Cluster system.  The Star Coupler supports eight CI ports and is expandable to 16 CI ports.

· Dimensions:

· Width: 54 cm (21.25 in.)

· Height: 106 cm (41.75 in.)

· Depth: 76 cm (30 in.)

SC008-ACxe "SC008-AC"
Star Coupler passive hub device, supports 8 CI ports

SC008-ADxe "SC008-AD"
Upgrades SC008-AC from 8 CI ports to 16 CI ports (installed inside SC008-AC)

CI Interfacesxe "CI Interfaces"
CI interfaces are intelligent controllers that connect systems to the CI.  The CI bus consists of two transmits and two receive cables (which provide hardware redundancy and failover).  Transmissions can be made across either available path simultaneously.  The CI bus provides high availability since, if one path becomes unavailable, all traffic will use the surviving path.  The OpenVMS operating system tests a failed path periodically.  As soon as the path becomes available, it is automatically used again for normal traffic.

CIPCA PCI to CI Storage Host Controllerxe "PCI-to-CI Storage Host Controller"
The CIPCA allows users to connect CI-based storage to high performance PCI-based AlphaServer systems, thereby minimizing cost while maximizing total system performance.  CIPCA is supported using OpenVMS V6.2-1H2.  The following configuration rules apply:

· Up to 16 CI host systems per CI bus

· Up to 31 CI Hierarchical Storage Controllers (HSJ or HSC series) per CI bus

· Up to 26 CIPCA controllers per system, depending on system type and OpenVMS version.

The CIPCA can coexist on a CI bus with other Alpha or VAX systems configured with CIXCD or CIBCA-B controllers.  It can also coexist with all HSJ (with StorageWorks HSOF V2.5 or later) and HSC storage controllers except the HSC50.

CIPCA-AAxe "CIPCA-AA"
PCI to CI Storage Host Controller; requires BNCIA CI cable set; requires 1 PCI Slot + 1 EISA Slot

CIPCA-BAxe "CIPCA-AA"
PCI to CI Storage Host Controller; requires BNCIA CI cable set; requires 2 PCI Slots

CIXCD XMI to CI Controller

The CIXCD allows connection of XMI-based VAX and Alpha systems to the CI.

CIXCD-ACxe "CIXCD-AC"
XMI to CI Controller; requires BNCIA CI cable set 

CIBCA VAXBI to CI Controller

The CIBCA allows connection of VAXBI-based VAX systems to the CI.

CIBCA-BAxe "CIBCA-BA"
VAXBI to CI Controller; requires BNCIA CI cable set

CI Cables

CI cables are required for each CI controller ordered.

BNCIA-xx
CI cable set, select required length: 10/20/30meters, 32/65/126 ft.
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